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Abstract: the maximum entropy method is one of the key techniques for spectral analysis. The main
feature is to describe spectra in low frequency with short time-series data. We adopted the maximum entropy
method to analyze the spectrum from the dipole moment obtained by the time-dependent density functional
theory calculation in real time, which is intensively studied and applied to computing optical properties.
In the maximum entropy method analysis, we proposed that we use the concatenated data set made from
several-times repeated raw data together with the phase. We have applied this technique to spectral analysis
of the dynamic dipole moment obtained from time-dependent density functional theory dipole moment of
several molecules such as oligo-fluorene with n = 8. As a result, the higher resolution can be obtained
without any peak shift due to the phase jump. The peak position is in good agreement to that of FT with
just raw data. This paper presents the efficiency and characteristic features of this technique.
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Aunnomayua: MeToJ MaKCHMaJIbHOM SHTPONHMH — OIWH M3 OCHOBHBIX B CHEKTpajbHOM aHaiuse. Ero
IVIaBHasi O0COOEHHOCTh — OINMCAaHHE HHU3KOYACTOTHBIX CIIEKTPOB KOPOTKMMH BPEMEHHBIMM PAJaMU JaHHBIX.
ABTOpBI IPUMEHWIH METOJ, MaKCUMaJIbHOM SHTPONUU Ul aHaju3a CHEKTPOB AMIOIBHOIO MOMEHTA, IOy-
YeHHBIX pacdeTaMd B peajbHOM BPEMEHH 10 HECTAI[MOHApHOW TeOopuH (YHKIMOHATA IUIOTHOCTH. J{aHHBIN
BOIIPOC MHTEHCUBHO U3y4YaeTCs U HAXOAUT IPAKTUYECKOE IIPUMEHEHHE IIPU pacyeTaX ONTHUYECKUX CBOMCTB.
[Ipn anamm3e MeTOAOM MaKCHMAaJbHON SHTPONHH MPENJIOKEHO HCIIONB30BaTh OObEIWHEHHBIE HAOOpHI daH-
HBIX, BKJIIOYAIOIINE HECKOJIBKO MOBTOPSIOLIMXCS MOCIEAOBATENILHOCTEH HCXOMHBIX NaHHBIX C Y4eToM (asbl.
Jannprii Metox ObLT IPUMEHEH NMPH MPOBENCHUN CHEKTPaJbHOTO aHaIH3a JAWHAMHYECKOTO AMIIOIBHOTO MO-
MEHTa, PACCUNTAHHOI'O 10 HECTALMOHAPHOM TeopuH (PyHKIMOHAA IVIOTHOCTH HA OCHOBE JUIIOJILHOTO MOMEH-
Ta HECKOJIBKAX MOJIEKYJI — B YaCTHOCTH, MOJIEKYJI OJHMToQiyopeHa mpu 1 = 8. B urore ynanoch MOBBHICHTH
pasperueHue 6e3 CMEIeHHUsI MaKCUMYMOB U3-3a ckauka ¢asbl. [lonoxeHre MaKCHMyMOB XOPOIIO COIIACyeTCsl
C pe3ynbTaTaMu IpUMeHeHHs npeoOpa3oBanus Pypbe kK HeoOpabOTaHHBIM UCXOTHBIM JTaHHBIM. B HacTosmei
CTaThe MPEICTaBICHBl 0COOCHHOCTH JAHHOIO METOAA U II0Ka3aTenu ero 3¢gdexTuBHOCTH.

Karouesvie crnosa: CEKTpaIbHBIN aHAIW3, BPEMEHHBIE PAIbI JaHHBIX, METOJ MAaKCHMAaJIbHOW 3HTPO-
[IUH, Pa3BUTHE BO BPEMEHH, HECTALMOHApHAs TeOopHs (PyHKIHMOHAIA IUIOTHOCTH.
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Introduction

The maximum entropy method (MEM) is frequently used to analyze natural phenomena with long
periods such as earth and planetary science, and seismic waves and tsunamis that can be measured for a
short time [1]. However, little research has been done on applying MEM to the optical spectrum analysis
associated with the electronic structure calculation. The purpose of the research is to apply this method to
electronic state calculation.

Time-dependent density functional theory (TDDFT) is one of the most prominent and widely used
tool for calculating excited states. A real-time and real-space technique is employed to solve the time-
dependent Kohn-Sham equations. Within the framework of this approach, the wave functions are calculated
by the finite difference method on real spatial grids [2, 3] without using explicit bases such as plane waves or
Gaussian. In our procedure to calculate optical properties, we use the time-series data, namely the dynamic
dipole moment. In a usual technique, Fourier transform (FT) is applied to it for calculating optical properties
to derive the electronic transition spectrum from TDDFT. The most useful information is obtained in the
low frequency region. Since the spectral resolution depends on the total time length of the dipole moment,
to obtain the good resolution, the computational cost becomes quite expensive.

To solve this difficulty, we focus on Maximum Entropy Method (MEM) [4] which is one of the key
techniques of spectrum analysis. MEM is based on the of the information theory for estimating unknown
probability distributions relevant to the information about their expected values. The main feature is to obtain
a fairy high resolution and accuracy with a relatively small number of time-series data. This technique was
applied to the spectral analysis of time-dependent dipole moments of molecules, which is calculated by
real-time TDDFT, and evaluated the efficiency of this method. We realize that MEM needs less time step
than FT to obtain the optical spectrum with same level resolution [5]. Further, we proposed to use the
concatenated data set made from several-times repeated raw data [6] together with the phase to minimize
the side effect of the artificial periodicity. The introduction of this MEM provides the much better spectral
resolution of the target peak near the energy gap.

The paper is organized as follows. In the next section, we briefly describe a procedure of our
TDDFT calculation. Then, we explain MEM and our signal enhancement technique. In following section,
we present our results of absorption spectra of some molecules, discuss the efficiency, and finally summarize
our techniques.

Time-Series Data Obtained from Real-Time Evolution

The essential in recent development of material depends on the density functional theory, which is
based on the ground state, and successfully in describing the physical properties of materials. On the other
hand, in describing the optical responses and the excitation spectra where the electronic excited states are
involved, DFT is much less successful. However, this difficulty is, in principle, solved by the extension of
DFT to time-dependence, e.g., TDDFT, which was established by Runge and Gross [7]. In analogy to the
time-independent case, the TDDFT equation of motion coupled with pseudopotentials is given by

H ) =i (), (1)

1
H= _§V2+Vps (r»t) +VH (r’t) +VXC (p (rvt)) +V€Xf (rvt)v (2)

where V)5 ion is an ionic pseudopotential, V is the Hartree potential, and V¢ is the exchange-correlation
potential. Since the exact time-dependent xc kernel is not known, the originally nonlocal time-dependent
xc kernel is replaced with a time-independent local one. This is reasonable when the density varies slowly
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with time. This approximation allows the use of a standard local ground-state xc functional in the TDDFT
frame work. The Hartree and exchange-correlation potentials can be determined from the electronic charge

density, p(r, t) =>_ Wj (r, t)}Q. The summation is over all occupied states j. The Hartree potential is

i

determined by V?V}; = —4np, and as the xc potential Vyc, the usual local density approximation (LDA)
is used in our study. For the ionic potential, we employ the pseudopotential Vs in the separable form so
that the only valence electrons are considered. Prior to the calculation of optical responses, we first obtain
the optimized electronic structure. Then, we apply an external field V,,; = —kJ (f) 2 to the system as a
perturbation and follow the linear responses of the system in real time. The time dependent wave function
is given by ¢(t) = exp[ — iHt] ¢(0), with the initial wave function ¢ at t =0, ¥|,_, = e*21)(0), where H
is the Hamiltonian of the system, and # is a small wave number corresponding to the external perturbation
in the z direction.

p() = (Wilr.t)lr| i (r.) (3)

The polarizability a(w) is numerically calculated using the fast Fourier transformation (FT) of j(¢)
as follows.

1
a(w) = 7 /dtexp [—iwt] p(t) 4)
The oscillator strength S(w) is related to the imaginary part of the polarizability,
2
Sw) = =Im a(w). 5)
™

In our approach, we use MEM in this procedure in eq. (4) and (5), considering the dynamic dipole
moment 4(t) as a time series data. Figure 1 shows the dynamic dipole moment of benzene.

Dipole moment

0 2 4 6 8 10
Time [1/eV]

Figure 1. Example of dynamic dipole moment of benzene

Although this type of TDDFT is simple calculation, e.g., time-evolution of the ground state due
to the external potential at # = 0, the effect is quite significant. Figure 2 shows the HOMO-LUMO gap
of benzene, compared this TDDFT to the results from the usual density functional theory (DFT) with the
local density approximation (LDA), the generalized gradient approximation (GGA), and the experiment.
The simple LDA provides a small gap 5.04 eV. When we use GGA, the gap is slitely improved. TDDFT
calculation give us the value 6.90 eV, which is comparable to the experimantal value 6.94 ¢V.

Maxmum Entropy Method

As shown in the previous section, the resolution of the FT absorption spectrum S(w) is ~7 !,
corresponding to the finite spectral bandwidth of the limited time series of p(f), where T=N At is the total
evolution time. MEM, in contrast, estimates the full spectrum from the limited data based on information
theory. The entropy in information theory has been recognized as a measure of uncertainty [8-10]. Any
inferences made from incomplete information should use with the probability distribution which maximizes
the entropy under the constraints of available information [11]. The present study is based on Burg’s method
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Figure 2. Comparison of the benzene band gap calculated by LDA, GGA, TDDFT that are referenced to
experimental data

[12], where the dipole moment p is assumed to be a random variable and the samples are given by TDDFT,
um=p(mAt). The calculated autocorrelation C,, at the time lag m is

| N—|m|—1
Cn = » ) 6

In Eq. (6), we use the general autocorrelation form in the case of the general time-series data. For
N —o00, the Fourier transformation of the autocorrelation function is the power spectrum P (w) [13] which
is directly comparable to S(w).

P (w)/At = " Cpexp(—iwmAt) (7)
m=0
1 /At
Cn = / P (w)exp(iwmAt) dw ®)
27 —7/ At
When each random variable i, obeys the Gaussian distribution,
A
h / logP (w) dw 9)
=

is maximized, and thus % is taken as the entropy. Conversely, under the constraints of Eq. (6) with the
given value of Eq. (4), we find the value P (w) which maximizes Eq. (7). The solution is

2

B

P w /At - ’
) 1+ 224:1 arexp (ikwAt)

(10)

where M(< N) is the maximum number of |m| in Eq. (4). The parameters a, are the Lagrange multipliers
which are the solution of the Yule-Walker equation

M
Cn = Zakcm—k + ‘5’25%07 (11)
k=1

or equivalently, the linear Toeplitz matrix equation [13],

G G o Cy 1 ER

Ci G e Oy a 0
. . = ) ) (12)

CM CMfl s Co am 0

We adopt the Levinson-Durbin algorithm to solve Eq. (3) efficiently. The Yule-Walker equation Eq.
(9) is also derived by the autoregressive model. We also extend the autocorrelation to the complex data,
which is useful and explained in detail in the next section.
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The periodicity of the signal is expressed by the lag in the autocorrelation. Figure 3(a) shows the
relation of periodicity and the lag m schematically. The value at shorter lags shows the contribution from
high frequencies, and the value at longer lags shows the contribution from low frequencies. Even though
the information in the low energy region is important for the optical spectrum analysis, the value of the
autocorrelation at larger lags can become quite small. In the autocorrelation calculation, the maximum size
lag m is denoted by M Of course, the effective value of M is restricted by the number of data N. Therefore,
we require a sufficiently large N to obtain a reasonable spectral resolution in the low frequency region; the
same as in the case of FT.

Signal Enhancement Technique

As a new MEM, we propose using a concatenated data set made from repeated raw data coupled
with the phase shift so as to minimize the side effect of artificial periodicity. Our interests are in the in the
lower energy region such as the energy gap. To emphasize the signal in this region, we need a larger lag
M, which is the maximum lag of the autocorrelation. However, increasing M sometimes causes unphysical
results such as peak splits and false peaks. In addition, the number M is limited by the total number of time
steps N. To solve this difficulty, we repeat the raw data many times as shown in Fig. 3(b). The resolution
in the lower energy region is attributed to the maximum lag M. With the repeated signal, the value of M
may be selected at sufficiently large values without additional computations. With this procedure, we can
save on computational costs.

At the concatenated point, of course, there is a phase jump for each frequency component, which is
recognized as noise in the total signal. The side effect of phase jump may be added, for example, the peak
shifts. To reduce side effects of the phase jump such as peak shifts, we introduced a phase shift at each
concatenated data in the repeated data.

p(n) = (n) exp(ike) , (13)

where p/(n) is the repeated raw data, and 7i(n) is the k-times repeated and concatenated data y’ (n) with an
appropriate phase ¢ for the target frequency (—m < ¢ < 7). This introduction of the phase to the signal
does not affect to the total power spectrum due to the definition used in Eq. (8). Of course, a different
target frequency has a different phase. Since the phase ¢ is a constant value, it is necessary to choose
the appropriate phase for the target frequency to minimize the side effects of the phase jump due to the
concatenated repeated data.

(a) , , , (b)
u(n)

A A

I
EEWEE | W YV NN
1 i

Figure 3. Conceptual image of the autocorrelation calculation for (a) the raw data, and (b) our
concatenated data made from several-times repeated raw data together with the phase

Figure 4. shows the practical dynamic dipole moment ji(7) that the three times concatenated data
N = 5000, and the maximum lag M = 1800 with the phase shift ¢ = —0.257. Although this dipole
moment is complex, we can calculate the autocorrelation using Eq. (6). The Yule-Walker equation does not
change, and we solve eq. (12) as usual. The calculated spectrum S (£) by our MEM method is shown in
Fig. 5. In this case, the target peak or the lowest energy peak is the first peak around 7.5eV, which is shown
as an arrow in Fig. 5(a). In Fig. 5, we compare the spectrum S (£) obtained from the non-repeated data
N = 5000, and the concatenated data N = 5000 x 100 together with an appropriate phase ¢ = —0.257,
and that concatenated data in out of phase ¢ = 7. In all cases, we use the maximum lag M= 1800. For
the benzene molecule, this time step seemingly provides a good resolution so as to see the first peak clearly.
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However, there are differences due to the side effect of phase jump as mentioned above. In Fig. 5(b), the
first peak in detail is described in the region from 6.5 eV to 7.5 eV. Our method with the matched phase
provides the good resolution compared with that of a conventional MEM. On the other hand, the result of
the mismatched phase provides the different peak position and the broad peak. To obtain a good spectrum,
corresponding to the energy gap peak, we have to find the matched phase. If we choose the mismatched
phase for the target peak, the position of that peak shifts, and the strength decreases. From this point of
view, we can select the better phase both to make the target peak sharp and to maximize the strength.

0.008

fi(n)
0.004

-0.004

-0.008
0 5 10 15 20 25 30

Time [1/eV]

Figure 4. The Concatenated repeated raw data N = 5000 x 3, and M = 1800 of Benzene dipole moment
together with the phase ¢ = —0.25w. The solid and the dotted line shows the real and imaginary part,

respectively
14 14
1) (a) ,, non-repeated (b)
) "~ data only
S(E) 1 S(E) 1 Matched phase

0.8 0.8
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Figure 5. Comparison of the spectrum each condition: Thin solid line shows the MEM spectrum with
non-repeated data N = 5000, Thick line shows the spectrum with the repeated data N = 5000 x 100 and
matched phase, ¢ = —0.2bw; Dotted line is the spectrum with the repeated data N = 5000 x 100 and out

of phase p =7

Our method with the matched phase provides the good resolution compared with that of a conven-
tional MEM. On the other hand, the result of the mismatched phase provides the different peak position
and the broad peak. To obtain a good spectrum, corresponding to the band gap peak, we have to find the
matched phase. Spectrum our MEM comparison obtained from the time-series data for benzene, which was
made using real-time TDDFT. (a) Real time evolution up to N = 20000 for FT. (b) Four times repeated
data of the dipole moment with N = 5000x4. (c) The data in panel (b) together with the phase ¢= 0.257.
The solid line is the real part of the data, and the dashed line is the imaginary part of the data.
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Results for small and mediumsize molecules

As a simple example to confirm the efficiency of our proposed method, we applied our MEM to
the analysis of benzene, naphthalene, anthracene, and tetracene. The molecular structure of these molecules
is based on the ground state. The time evolution is carried out according to real-time TDDFT [14]. The
spectrum S (w) is calculated from the time-series data in our MEM technique. The results are shown in
Fig. 6, where the solid line is meant for the result for benzene, the dashed line is that for naphthalene, the
dash-dotted line is that for anthracene, and the dotted line is that for tetracene. These spectra are normalized
by the intensity at the first peak. Figure 6(a) shows the results of the improved MEM. The parameters
(M and ¢) of our MEM are M = 1800 and ¢ = —0.257 for the analysis of benzene, M = 2500 and
¢ = —0.207 for that of naphthalene, M = 2000 and ¢ = —0.23x for that of anthracene, and M= 3000
and ¢ = —0.217 for that of tetracene. For both MEM calculations, the same number of the time steps,
N = 10000x 100, is used. Figure 6(b) shows the results of FT with N = 10000. Our method provides good
resolution compared with that of FT. In addition, we can see a clear spectrum in comparison to FT. This is
one feature of our MEM.

S(E) S(E)
1.2 1.2

(a) | L (b)

-

L i

S
0
S
o

Scaled Spectrum
=] 1=
B (=2}

Scaled Spectrum
=1
(=2

N
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0.2 4 [y 02 4
0 2 4 6 8 10 0 2 4 6 8 10
Energy [eV] Energy [eV]

Figure 6. Comparison of the improved MEM and FT spectra for benzene (solid line), naphthalene
(dashed line), anthracene (dash-dotted line) and tetracene (dotted line). (a) Results of our MEM using
N = 10000 x 100 with (M= 1800,¢ = —0.257), for benzene, (M=2500,¢p = —0.207), for naphthalene,

(M=2000,¢p = —0.23n) for anthracene, and (M=3000,¢ = —0.217) for tetracene. (b) Results of FT with
N = 10000. All the spectra are normalized at the first low energy peak

Poly(9,9-dialkyl-uorene) and their substituted derivatives are used as organic LED material and are
expected to be basic materials for blue emission LEDs. Their electronic structures have been extensively
studied [15]. We employed the oligomer of fluorene (oligo-FL) with n = 8 and performed the MEM
calculation. The molecule size is fairly large; therefore, then the calculation for each step is quite expensive.
It takes a long time to perform the calculation to obtain the low energy part of the spectrum. If we
can save on the calculation cost when calculating the lower energy part of the spectrum, our method will
be considered effective. We applied our MEM to this signal analysis. Figure 7 shows a comparison of
the absorption spectra using four different methods. The solid line shows the result of our MEM with
N=5000x100, M = 2500 and ¢ = 0.257 the dashed line is that of FT for N = 20000, the dash-dotted
line is our conventional MEM spectrum with just the real time steps N = 5000 and M = 2500, and the
dotted line is that of MEM with N = 5000 x 100 and M = 2500. These spectra are normalized at the
second low energy peak, which is relevant to the absorption of a fluorene unit.

FT (the dashed line) and the simple MEM (the dash-dotted line) provide a broad peak at the bandgap
area. With only the repeated signal (the solid and dashed lines), the strength of the first peak is emphasized.
Without a phase shift, we can observe that the peak position shifts due to the side effect of the phase jump
[6]. However, we can obtain a clear first peak using our new method (the solid line). In this case, we choose
the matched phase corresponding to the first peak. Therefore, the position of the second peak differs from
those in the other methods. (Note that the normalization of the signal was done at the second peak.) If we
choose the mismatched phase for the target peak, the position of the peak shifts and the strength, decreases
as we mentioned above. The bandgap peak at 2.53 eV for our MEM may correspond to the experimentally
observed peak at 3.56 eV for poly-FL. This discrepancy is due to an inherent problem in DFT.
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Figure 7. Comparison of the absorption spectrum for oligo-fluorene with n= 8. The dashed line is the
result of FT with N = 20000, the dash-dot line is that of MEM with N = 5000, the dotted line is the that
of MEM with repeated data N = 5000 x 100, and the solid line is that of our MEM with
N = 5000 x 100, M = 2500 and ¢ = 0.2b7. Spectra are normalized at the second low energy peak

Discussions

In our MEM, there are two important issues. One is the use of a concatenated data set made from
repeated raw data. The other is the introduction of the phase to minimize the artificial periodicity. In MEM,
the periodicity is on the autocorrelation function. The small lag m and large lag m represent information
of higher and lower frequencies, respectively. If we have infinite time-series data, there is no difference
between the signal strength in high and low frequency. However, we have is finite time-series data. Naturally,
the information of the lower frequencies decreases compared to that of the higher frequencies. The interests
are, on the other hand, in the low energy region such as energy gaps in the optical material properties.

Figure 8 shows the magnitude of the Yule-Walker equation eq. (12). In the traditional MEM, the
magnitude of the diagonal element is the largest. Then, that of the off diagonal elements decreases as shown
in Fig. 8(a). When we use the concatenated made from repeated raw data, we can see the higher-order
autocorrelation functions (around the upper right and lower left corners of the matrix) clearly contain a lot
of long-period information as expressed in Fig. 8(b).

The selection of the appropriate phase is depend on the target peak. As we see the spectrum
in Fig. 7. In our MEM (N= 5000x100) using just repeated data, the intensity of the first peak is the
most developed. However, the peak position is shifted. On the other hand, in our proposed method
(N=5000x100, and ¢ = 0.257), there is no deviation in the position of the first peak, and we can
obtain the good resolution. Although the intensity is different, it is a sharper developed peak than the FT
of N = 20000. In Fig. 7, the phase ¢ was decided for the largest first peak. Naturally, the value of ¢ is
different at the second peak. If an inappropriate ¢ is used in this calculation, the peak will be out of position,
and the intensity will decrease. Good example is the spectrum around the second peak. The intensities of
the second peak are normalized for all cases. We can see that only the second peak position has changed,
because the phase was selected for the first peak.

In addition, our MEM is not always work well for target peak. With this method for the spectrum
analysis, we cannot obtain the low energy component which is not included in the data. We have to calculate
a certain level of the time evolution until the information of the low energy part is obtained.
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(a) 0 (b) M

25001 2500¢

Figure 8. The effect of repeated data on long-period components. The magnitude of each matrix elements
of the coefficient matrix in eq. (12) is represented by a color distribution. (a) The results of N = 5000,
and (b) the results of N = 5000 x 100 are shown. In both cases, M = 4999. All elements are normalized
by the diagonal element value (autocorrelation function with lag 0, Cy), which is expressed as dark red

Summary

We employed MEM to obtain optical spectra of molecules, and the spectral resolution was quite
improved, which is better than that of FT with the same number or total time steps. As a new aspect, we
introduced the use of repeated the same signal together with the phase to make apparently long data. The
resolution of the spectrum is dependent on the total number of time steps N and the autocorrelation lag
M. A longer time lag is involved, the spectrum is efficiently enhanced in the lower frequency region. We
obtained quite better resolutions for target peak without adding practical machine time. This means that we
can save our calculation cost efficiently.
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