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V. B. Betelin

Welcome Address by V. B. Betelin, Member of the Russian Academy of Sciences

Both in Russia and worldwide, 2020 is primarily associated with the coronavirus pandemic. IT
has shown that the global economy of mass consumption is unable to confront such events; moreover, it
significantly boosts the virus spreading. Indeed, the core of such an economy is the continuous shipping of
multi-million international flows of humans within cities, regions, countries, and the entire planet. The flows
of the infected and the healthy are mixed in the confined spaces of airports, terminals, aircraft, trains, hotels,
restaurants, etc. providing perfect conditions for a planet-wide virus spreading.

The pandemic has also shown that a liberal civil society is unable to provide a unified national
anti-virus strategy.

There are reasons to think that a more lethal virus in a global economy of mass consumption would
result in a long-term global economic crisis with unpredictable social and political implications. It would also
result in the crisis of the Russian economy of services that consumes the global economy products.

Indeed, the key goal of the global mass consumption economy is accelerating capital turnover. That
is, increasing the investments and reducing time to ROI. The businesses want to return their investments as
soon as they can, while a strict and long-term lockdown makes it impossible. It is also true for the Russian
service-oriented SMBs.

The highest capital turnover today is in the digital industries such as text, image, and video
messaging services. Such intangible services do not need to invest in product design, production planning,
and manufacturing. Such services last as long as it takes to reach the consumer online.

It is the essence of the so-called digital economy. Its stability depends on the solvency of the digital
service users and the communication infrastructure maintenance costs. Quite obvious that a strict and long-
term lockdown would reduce the actual demand and increase the communication infrastructure maintenance
costs in Russia as well.

Our journal should discuss such issues of national importance. The problems can be used with
cybernetics and IT, simulation, and high-performance computing.

The Editorial Board is concerned about the above aspects, but journal papers are not limited to them.
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We receive submissions both from reputable and young researchers. The Journal is a discussion site
for unconventional approaches and solutions, and new initiatives meeting the local and global needs.

We will try to share the most significant content with our readers. Together, we will make it!
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S. E. Vlasov, M. M. Godovitsyn, N. V. Starostin

The Concept of Multistage Integrated Chip Routing with Virtual Channels

DOI: 10.51790/2712-9942-2020-1-1-2

THE CONCEPT OF MULTISTAGE INTEGRATED CHIP ROUTING WITH VIRTUAL
CHANNELS

Sergey E. Vlasov1, Maksim M. Godovitsyn2,a, Nikolay V. Starostin2,b

1 Federal State Institution “Scientific Research Institute for System Analysis of the Russian Academy of
Sciences”, Moscow, Russian Federation, vlasov@niisi.ru

2 Lobachevsky State University of Nizhni Novgorod, Nizhniy Novgorod, Russian Federation
a maxim.godovicyn@gmail.com, b nvstar@mail.ru

Abstract: the study solves the problem of circuit routing in ICs. We propose a multistage approach
based on interconnection mesh reduction. It expands the chip interconnecting capability by introducing extra
channels. The interconnection mesh reduction significantly accelerates the existing routing algorithms. The
introduction of more channels makes it possible to reduce the routing problem in a complex interconnect
space topology by removing the new routes from the extra (virtual) channels.

Keywords: circuit routing, integrated circuit, multistage method, virtual channels.
Cite this article: Vlasov S. E., Godovitsyn M. M., Starostin N. V. The Concept of Multistage

Integrated Chip Routing with Virtual Channels. Russian Journal of Cybernetics. 2020;1(1):8–15. DOI:
10.51790/2712-9942-2020-1-1-2.

КОНЦЕПЦИЯ МНОГОУРОВНЕВОЙ ТРАССИРОВКИ ЦЕПЕЙ ИНТЕГРАЛЬНЫХ СХЕМ С
ИСПОЛЬЗОВАНИЕМ ВИРТУАЛЬНЫХ КАНАЛОВ

С. Е. Власов1, М. М. Годовицын2,а, Н. В. Старостин2,б

1 Федеральное государственное учреждение «Федеральный научный центр
Научно-исследовательский институт системных исследований Российской академии наук»,

г. Москва, Российская Федерация, vlasov@niisi.ru
2 Нижегородский государственный университет, г. Нижний Новгород, Российская Федерация

а maxim.godovicyn@gmail.com, б nvstar@mail.ru

Аннотация: рассматривается проблема трассировки цепей интегральной схемы. Предлагается
многоуровневый метод, в основу которого положены идеи редукции сетки трассировки, а также расши-
рения коммутационных ресурсов кристалла за счет введения дополнительных каналов. Редукция сетки
трассировки обеспечивает существенное сокращение времени работы известных алгоритмов трасси-
ровки. Введение дополнительных каналов дает возможность свести задачи поиска трассы в сложной
топологии коммутационного пространства к задаче вытеснения построенных трасс с дополнительных
(виртуальных) каналов.
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Introduction
Circuit routing is an integrated part of the typical standard cell integrated circuit (IC) design process.

Its purpose is the development of the conductive tracks topology. The tracks connect the contact pads of the
circuit components. Each circuit is a continuous system of conductors, commonly referred to as a track. In
any acceptable connection topology, no conductors belonging to different tracks may contact each other.

The key routing problems are high dimensionality and complexity of circuits, miniaturization of
chip elements, which results in placing more items and the chip packing density increase. Considering the
NP-completeness [1] of the routing problem and focusing on the signature large dimensionality of the actual
problems, the requirements to applied routing algorithms increase. The situation is complicated by the fact
that for submicron chips the interference of adjacent tracks should be taken into account. So, despite the
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variety of available methods and tools for solving this class of problems, developing a fast and high-quality
router tool is a relevant task.

This paper presents a multistage routing method. It uses not one but many interconnection meshes
to reach the balance between the solution search performance and quality.

The Routing Problem
The input data for the routing problem are layers, horizontal and vertical tracks that form the

interconnection mesh; no-metallization areas on the interconnection mesh including grounding and power
supply circuits; contact pads of the chip components assigned to the interconnection mesh nodes; a list
of the chip circuits indicating the contact pads; metallized tracks of some circuit subset. A track is a
continuous system of metal conductors linking all the circuit contact pads. It passes only within the
specified interconnection mesh avoiding the no-metallization areas and tracks of other circuits. The key
routing task is developing the tracks of all circuits.

Exact and approximate routing algorithms are mostly of academic interest. They cannot be used
in real life to solve practical problems because of the exponential growth of computational costs as the
dimensionality increases.

The major useable heuristic routing algorithms can be divided into two classes. The first class
consists of algorithms that search for solutions directly on the interconnection mesh. Such algorithms are
channel routing, backbone routing [2, 3], Lee routing [4, 5], etc. The key issue with these algorithms is
early track placement leading to deadlocks. As a result, it is not uncommon for a poorly located track to
block the routing of other circuits.

The second class includes two-stage algorithms [6, 7]: first, tracks are placed on a continuous plane
(making it possible to draw a third track between any pair of non-intersecting tracks.) Then they carry over
the solution from continuous to discrete space of the interconnection mesh. In a sense, a circuit layout plan
is developed in the first stage. Still, the basic routing deadlock problem at the second stage exists.

In real-life applications, algorithms of both classes often produce incomplete tracks. It is solved by
repeatedly re-routing the tracks automatically (expert-assisted), either on the entire chip or in selected areas.
Such solutions are costly and make the entire chip design process more expensive.

Fast Multistage Routing
To improve the algorithm performance, routing space is usually divided into large fragments (blocks,

areas) and interconnect areas that connect the blocks with a mesh of macro discrete elements. At the global
routing stage, only interconnect circuits linking elements from different blocks are implemented. At the
detailed routing stage, local circuits are implemented within a single fragment. The key problem of such a
two-level approach [8] is a progressive track placement. It greatly reduces the routing space available for
placing subsequent tracks.

We propose to use the well-known multistage concept [9] for routing assuming that we can remove
the negative aspects of the concept by manipulating the interconnection mesh, including its reduction and
expansion.

With the multistage approach, we build a coarse interconnection mesh (interconnection mesh reduc-
tion.) It is generated by combining adjacent tracks (vertical or horizontal metallization tracks within the
entire chip) into groups, with the same number of tracks in each (if possible.) Such groups form channels
in the original interconnection mesh. The result is a new coarsened interconnection mesh, where each node
and each edge corresponds to a certain fragment of the original interconnection mesh. Let us assign a
potential number of tracks within the corresponding fragment to each edge of the mesh. We call this number
“edge routing ability”. It is defined as the product of the number of tracks in the group and the number of
metallization layers.

Similarly, we can perform a second reduction after the first one, and so on until the required number
of reductions is reached. The result of the first stage is a system of interconnection mesh reductions
described by graphs of different sizes and characterized by different levels of detail.

To route a single track, we propose to use a multistage Lee algorithm. First, it routes tracks on
a coarse mesh without considering topological intersections of conductors from different circuits (pseudo
routing) but taking into account the edge routing capacity. In this case, the resulting track, in terms of a
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rough interconnection mesh, is a continuous fragment of the original interconnection mesh. Lee algorithm
builds a track within it.

It is quite obvious that at some stage the algorithm will not be able to find a continuous track
within the selected fragment. In this case, the fragment is expanded (in the extreme case it can cover all
the elements of the given mesh) and the solution is generated beyond the mesh fragment represented by the
track found on the coarse interconnection mesh.

As a result, the solution found on the original interconnection mesh is locked and the corresponding
routing capabilities of the coarse versions of the interconnection mesh edges are adjusted.

Figure 1. Multistage Routing Steps

The figure (refer to Fig. 1) is a chart of basic multistage routing stages (two levels are presented as
an example.) The input data (stage 1) include the interconnection mesh, a list of circuits for each circuit, a
list of contacts, and their location relative to the interconnection mesh tracks. Next (stage 2), the tracks of the
original mesh are combined into groups (channels) and the interconnection mesh reductions are generated.
The figure shows one reduction (stage 3.) In real life, there can be several, and their number is an input
variable of the algorithm.

The reduced mesh is used for routing (stage 4.) At this stage, a general solution layout is generated.
It is expressed as a system of tracks on the reduced mesh. At the same time, each such track describes
a system of the original mesh fragments. With a high probability, the circuit would pass through these
fragments. At this stage, the tracks can intersect, and their conflict-free configuration is produced as the
reduced solution is carried over to the original mesh (stage 5.)

The general solution is progressively carried over to the original interconnection mesh (steps 5 and
6), then adjusted and optimized to meet the track topology requirements and to mitigate the interference of
the adjacent conductors.

High-Quality Routing with Virtual Channels
The multistage approach described above accelerates routing. It uses the chip switching capacity

uniformly. However, as noted above, the Lee algorithm in the multistage approach may fail to generate the
desired track within a selected fragment on the original interconnection mesh. Let us focus on this problem.

We analyzed various solutions for the incomplete track problem and came to some conclusions as
follows. First, rerouting on the original mesh is usually inefficient. Second, the application of topological
rerouting methods in metric space involves the problem of mapping a continuous solution onto discrete space.
However, the generation of circuits in continuous space is limited only by the topology of the circuit graph
(hypergraph.) If a solution exists, then an efficient algorithm for finding it also exists. The reason is the
continuous space properties: it is always possible to draw a third track between any pair of non-intersecting
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tracks. We will use this feature to solve the re-routing problem.
To expand the switching capability it is proposed to introduce new tracks into the existing intercon-

nection mesh. We will call them virtual channels. For this purpose, we will insert an additional virtual
channel between each pair of adjacent existing tracks. The channel would to some extent represent the
continuous space properties.

As a result, the rerouting procedure is as follows. In the first stage, virtual channels are added to the
switching capacity and the partially generated tracks. In the second stage, an incomplete circuit is selected
and its track is found. In the third stage, fragments of the tracks that coincide with the virtual channels are
removed. The second and third stages are iterated over all the unsolved circuits. Let us consider all the
proposed technology stages in detail.

Adding Virtual Channels to the Interconnection Mesh
To temporarily expand the chip switching capability we introduce extra (virtual) channels between

each pair of adjacent existing tracks. Fig. 2 shows an interconnection mesh before (a) and after (b) the
introduction of virtual channels.

a. b.

Figure 2. Adding virtual channels to the interconnection mesh

As a result, we get a new interconnection mesh (refer to Fig. 2) that has both real nodes (solid filled)
and virtual ones (unfilled.) The latter is connected to the vertical and/or horizontal virtual channels. The
interconnection mesh edges that are identical to the virtual nodes connected to two (vertical and horizontal)
virtual channels are called “virtual” (dotted lines.)

Routing on a Mesh with Virtual Channels
It is proposed to apply the Lee algorithm to a single circuit routing on this mesh [5]. The algorithm

is a BFS (breadth-first search) mesh pathfinding method. Given the nature of BFS, the Lee algorithm
guarantees that its result has the min start-to-target path length. The Lee algorithm concept is simulating a
wave coming from the source to target nodes, which are subsequently connected by a conductor.

A progressive multi-contact circuit routing is proposed. An initial contact pad is selected and
permanently placed. Next, the wave routing algorithm is used to route tracks from all the non-metallized
contacts to the metallized ones on this circuit. Each fragment found is added to the track. The last stage is
repeated until all the contacts in the circuit are connected, or it is found to be impossible.

It is proposed to extend the classical Lee algorithm [8] to account for the weights of the intercon-
nection mesh edges. The weights can be considered as “distances” between adjacent nodes. Let us limit the
use of virtual channels by artificially increasing the weights of virtual edges on the interconnection mesh.
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Removing Tracks from Virtual Channels
After successful routing on a mesh with virtual channels, it is required to remove the metallized

tracks from all the virtual channels without violating the continuity of every generated track. For clarity, we
will consider routing for single metallization layer chips.

Consider a special case when we want to remove metallization from a single node of the intercon-
nection mesh while maintaining the integrity of the respective track. We will consider only track adjustment
options when the metallization area is moved in a given direction from a given node to unoccupied adjust-
ment nodes of the interconnection mesh. For the sake of certainty, at this stage, we will consider only 3
directions to move the metallization “up” (see Fig. 3.)

Figure 3. A metallized mesh node and the directions of the metallization movement

It is proposed to solve this particular problem with the NODE algorithm.

NODE Algorithm

1. Generate a new track configuration: the metallization is moved in the specified direction from the
current node to all adjacent mesh nodes.

2. Check the track continuity. If the track is discontinuous, the partial problem has no solution. Restore
the original track configuration exit with the ”NO SOLUTION” result. If the track is continuous, go
to Step 3.

3. Optimize the track removing excess metal as long as it does not affect the track continuity.
4. Check the new track for intersections with other tracks. If there are any intersections, the original

track configuration is restored and the procedure is terminated with the “SOLUTION found” result
indicating the list of conflicting mesh nodes.

5. The procedure is terminated with “SOLUTION FOUND” and a list of metallized mesh nodes is
displayed.

NOTE. The NODE algorithm performance can be significantly optimized. We can build a database storing
all possible track configuration options (256) and pre-configured solutions for each option. In this case, the
algorithm is reduced to trivial retrieval of a pre-configured solution for a given configuration.

Consider a more general problem when we need to remove metallization for a single virtual channel
of the interconnection mesh while maintaining the integrity of all tracks. To solve this problem, we will
use the NODE algorithm for solving a specific problem. For clarity, let us assume that we need to remove
metallization from a horizontal track. In this case, we should move the metallization from the virtual channel.
It means that if the metallized mesh node is above the virtual channel, the metallization should be moved
“up”, otherwise “down”.
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TRACK Algorithm

1. Denote queue of nodes that require metallization movement as QUEUE. Add all metalized nodes
adjacent to the metallization of the virtual channel to the QUEUE.

2. Check if metallization can be carried over from the virtual channels:
a. Check if it is possible to move the metallization “up”: the NODE algorithm is run for each

metalized node of the virtual channel. If the result for each node is “SOLUTION FOUND”, then
exit with the result “SOLUTION FOUND”.

b. Check the possibility of metallization carryover “down”: for each metalized node of the virtual
channel, run the NODE algorithm. If the result for each node is “SOLUTION FOUND”, then
exit with the result “SOLUTION FOUND”.

3. If the queue is empty, then exit the algorithm with the result “SOLUTION NOT FOUND”.
4. Retrieve a node from QUEUE. If the node has no metallization (it is possible), then go to step 3.

Otherwise, go to step 5.
5. For a node, run the NODE algorithm. If the result is “NO SOLUTION”, go to step 3. If the result

is “SOLUTION FOUND”, add the conflicting nodes to QUEUE and go to step 3. If the result is
“SOLUTION FOUND”, go to step 6.

6. Generate a set of adjacent nodes extending from the found metallization nodes towards the virtual
channel.

7. Add the set of adjacent nodes to QUEUE and go to step 2.

The finiteness of the TRACK algorithm is obvious: either all the metallized nodes of the virtual
channel are removed (problem solved), or the node queue will eventually be empty (since the interconnection
mesh is finite.) The proposed TRACK algorithm is easily transformed for handling vertical virtual channels.

The most general problem statement involves metallization removal from several interconnection
mesh tracks while maintaining the continuity of each track. It is proposed to solve this problem by
sequentially removing metallization from the virtual channels.

TRACKS Algorithm

1. No-metallization virtual channels are removed from the interconnection mesh.
2. Metallized virtual channels are checked one by one in some order. For each virtual channel:

a. The TRACK algorithm is run. If the result is “SOLUTION NOT FOUND”, then exit with the
result “SOLUTION NOT FOUND”.

b. Remove the virtual channel from the interconnection mesh.
3. Exit with the result “SOLUTION FOUND”.

Computational Experiment
The algorithm described above was implemented in C#. A test application was developed to test the

proposed multistage routing procedure.
Table 1 lists the results produced by the multistage routing algorithm with simulated test problems.

The experiments were conducted on a PC with the following specifications: Intel i7 2 GHz / 16 GB, MS
Windows 7x64.

Table

Test case Run time (sec)
Circuits Contacts Nodes per layer Layers Lee algorithm Multistage algorithm

104 5×104 106 3 1,841 310
104 105 106 3 6099 855
104 5×104 107 3 2721 322
104 5×104 106 5 4155 582
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Routing Algorithms Comparison

The multistage algorithm reduced the interconnection mesh once, reducing its size to 100x. As a
result, the multistage algorithm is on average 700% faster than the classical Lee algorithm. It should be
noted that the quality of the solutions produced by the presented algorithms differs slightly.

The screenshots below present an example of the routing algorithm with virtual channels.

a. b. c.

Figure 4. Routing with virtual channels

Fig. 4 shows an example produced by the routing algorithm with virtual channels. The image shows
the initial data. Note that there is a no-route circuit for which the Lee algorithm fails to find a solution.
Image b shows the result produced by the routing algorithm with virtual horizontal channels. Image c shows
the result produced by the routing algorithm with the virtual vertical channels. In both cases, the circuit
that was not routed by the Lee algorithm was successfully generated while maintaining the continuity of the
originally routed tracks.

To summarize, we note that the experimental studies confirmed the assumption that the proposed
multistage routing procedure is highly promising for real-life submicron IC design applications.

Conclusion

The study objective is improving the efficiency of IC circuit routing. We propose a multistage
routing procedure that saves time and computational burden. The proposed multistage routing uses virtual
channels and intended for better utilization of the available switching capacity. It is planned to test and
fine-tune the presented algorithms as applied to solving real-life problems of submicron IC design.
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Аннотация: в работе предложены две CRM-модели, описывающие интерференцию скважин.
Модели получены путем комбинации уравнения материального баланса и уравнения притока. В пер-
вой модели рассматривается общий для всех скважин поровый объем пласта. Во второй модели все
скважины имеют индивидуальные поровые объемы, между которыми происходят перетоки. На син-
тетических примерах показано, что для бесконечного пласта можно применять первую модель, а для
ограниченного пласта лучшие результаты дает вторая модель.

Ключевые слова: CRM-модель, интерференция скважин.
Благодарности: работа выполнена при поддержке гранта РФФИ 18-07-00677 А.
Для цитирования: Афанаскин И. В., Крыганов П. В., Глушаков П. В., Ялов П. В. Использова-

ние CRM-моделей интерференции скважин для оценки фильтрационно-емкостных свойств пласта по
данным разработки. Успехи кибернетики. 2020;1(1):16–25. DOI: 10.51790/2712-9942-2020-1-1-3.

Introduction
A capacitance resistive model (CRM) [1] describes the operation of several wells draining the same

formation. The model is a combination of the material balance equation (the formation fluid flow continuity
equation) and the well inflow equation [1]. There are many modifications of CRM models taking into
account the various effects.

Most publications consider analytical (or semi-analytical) solutions of the ordinary differential equa-
tion for downhole pressure or fluid flow rate obtained through a CRM model development [1–3]. This paper
deals with a numerical solution.

The advantage of CRM models is that the reservoir pressure value is not required as it changes
during the extraction, and its field measurements are rare and often irregular.

As a rule, such models are used to estimate the drained volumes of production wells and optimize
the reservoir pressure maintenance system [1–3]. They are also used for short-term forecasting of production
metrics.
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The purpose of this work is developing CRM models that evaluate reservoir filtration and capacitative
properties (including permeability) around the wells and in the inter-well space from the production logging
data. The production data, in this case, are fluid flow rate, injected water flow rate, and bottom hole
pressure. The fluid flow rate and the injected water flow rate are logged at all production and injection
wells. Most production wells are equipped with submersible electric submersible pumps (ESPs) with
telemetry units (TMUs) comprising of a pressure sensor at the pump suction line. Such units can measure
downhole pressure in production wells. The downhole pressure in injection wells is measured with dedicated
downhole pressure gauges (either stand-alone or plugged to a cable), or estimate from the wellhead pressure
with Bernoulli’s equation.

We will consider two CRM models of well interference as applied to the interference of a production
well and an injection well.

A Single Volume Model
Consider a single volume CRM model for the production-injection wells interference. The model is

a single volume since only the common pore volume served by both wells is considered. The system of
equations describing the production well operation under such conditions is as follows:

ctVp
dP
dt

= qiw (t) − ql (t) , (1)

ql (t) = PI [P (t) − Pw (t)] +
PI
K

qiw (t) , (2)

where (1) is the material balance equation (fluid flow continuity equation) in a drained volume; (2) is the
production well inflow equation (obtained by applying the potential theory to solving the planar steady-state
filtration problem [4]), ct is the total compressibility of the formation and the fluids saturating it; Vp is the
pore volume; P(t) is the reservoir pressure, qiw(t) is the injected water flow rate, ql(t) is the production fluid
flow rate, t is time, PI is the productivity factor of the producing well; K is the injection-to-production well
interference factor, Pw(t) is the production well bottom-hole pressure. The equations are expressed through
the reservoir variables.

Let us express the reservoir pressure from the inflow equation (2):

P (t) = Pw (t) + ql (t) /PI − qiw (t) /K. (3)

By substituting (3) into (1), we obtain:

ctVp

(︂
dPw

dt
+

1
PI

dql

dt
− 1

K
dqiw

dt

)︂
= qiw (t) − ql (t) . (4)

Expressing the downhole pressure derivative from (4), we obtain a first-order ordinary differential
equation with respect to Pw:

dPw

dt
=

1
ctVp

[qiw (t) − ql (t)] −
1
PI

dql

dt
+

1
K

dqiw

dt
. (5)

Let us apply the first-order Runge-Kutta method to equation (5):

Pw (t + ∆t) = Pw (t) +
∆t
ctVp

[qiw (t) − ql (t)] −
1
PI

[ql (t + ∆t) − ql (t)] +
1
K

[qiw (t + ∆t) − qiw (t)] (6)

where ∆t is the time increment.
As indicated in[4], the productivity and interference factors can be expressed as:,

PI =
2πk1h1

µ
· 1

ln
(︁

Rc
rw + S

)︁ , (7)

K =
2πk12h12

µ
· 1

ln
(︁

Rc
r12

)︁ , (8)
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where k1 is the reservoir permeability at the production well location; h1 is the reservoir thickness at the
production well location; µ is the fluid dynamic viscosity; Rc is the external reservoir boundary radius; rw is
the production wellbore radius; S is the production well skin factor; k12 is the reservoir permeability in the
inter-well area; h12 is the reservoir thickness in the inter-well area; r12 is the production to injection well
distance.

Provided that other variables are known, equations (7) and (8) give the k1 reservoir permeability at
the production well and the k12 reservoir permeability in the inter-well area. If the skin factor for a particular
well is unknown (it is a typical situation in real life), we can use an empirical skin factor vs. permeability
relation obtained from the results of hydrodynamic studies in other wells in the same reservoir [5]. The
fluid viscosity should generally be estimated taking into account the relative phase permeabilities.

To account for the stationary inflow as the well operation mode changes, the following correction
factors are applied to the productivity and interference factors [3]:

PI (t) =
PI

1 + b1 ln (t/t1)
, (9)

K (t) =
K

1 + b12 ln (t/t12)
, (10)

where b1 and b12 are constant factors; t1 and t12 are the periods of relaxation.
For an infinite reservoir (in real life, a very large value of the Vp pore volume when no reservoir

pressure drop occurs), the external reservoir boundary radius is estimated by the Pisman equation [6]. In
this particular case it can be reduced to:

Rc = 0,12
√

2F , (11)

F =
Vp

mh12
, (12)

where F is the drainage area, m is the reservoir porosity.
For a limited reservoir (relatively small Vp pore volume), the drainage zone shape can be represented

as an ellipse with the well at its focal points. Then we can use Borisov’s equation [7] to approximate the
external reservoir boundary radius:

Rc = 2a +
√︁

4a2 − r2
12, (13)

a =

⎯⎸⎸⎷π2r2
12/4 +

√︁
π4r4

12/16 + 4π2F2

2π2 , (14)

where a is the major semi-axis of the ellipse.
If the production well downhole pressure, fluid flow rate and water injection volume values are

available, we can estimate the reservoir parameters by adapting the downhole pressure model (6). For this,
the following optimization problem is to be solved:

F (X) =
∑︁

t

[︁
Pc

w (t) − Pf
w (t)

]︁2
→ 0, (15)

where F is the function to be minimized; X is a vector of variables; the c and f superscripts indicate the
estimated and actual values, respectively. We add the values for each moment t when the actual downhole
pressure value is available.

The optimization problem variables are:
1) Vp: porous volume
2) PI: production well productivity factor
3) K: production-to-injection well interference factor
4) b1 and b12 factors
5) t1 and t12 relaxation periods.
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If PI and K are known, we can estimate k1 and k12 provided that other variables are also available.
The above model can be easily generalized for a larger number of wells.

A Multivolume Model
Let us consider a multivolume CRM model of well interference. The model is multivolume since

the number of pore volumes considered is equal to the number of wells. Each well operates in its dedicated
pore volume. There are inter-flows between the porous volumes of the wells. The system of equations
describing the production and injection wells operation under such conditions is as follows:

ct,1Vp,1
dP1

dt
= q21 (t) − ql (t) , (16)

ct,2Vp,2
dP2

dt
= qiw (t) − q21 (t) , (17)

ql (t) = PI1
[︀
P1 (t) − Pw,1 (t)

]︀
, (18)

qiw (t) = PI2
[︀
Pw,2 (t) − P2 (t)

]︀
, (19)

q21 (t) = PI21 [P2 (t) − P1 (t)] , (20)

where (16) and (17) are material balance equations (fluid continuity equations) for the porous volumes of the
production and injection wells, respectively; (18) and (19) are the production well inflow and injection well
outflow equations, respectively; (20) is the porous volume-to-porous volume inter-flow equation; subscript
“1” indicate the production well porous volume; superscript “2” indicate the injection well porous volume;
ct ,1 and ct ,2 are the total compressibility of the reservoir and the fluids saturating it; Vp,1 and Vp,2 are
the porous volumes; P1(t) and P2(t) are the reservoir pressures; qiw(t) is the injection water rate; ql(t) is
the production well flow rate; q21 is the second-to-first porous volume inter-flow; t is time; PI1 is the
production well productivity factor; PI2 is the injectivity factor of the injection well; PI21 is the porous
volume-to-porous volume inter-flow factor; Pw,1(t) and Pw,2(t) are the downhole pressures of the production
and injection wells, respectively. The equations are expressed through the reservoir variables.

Let us express reservoir pressures from (18) and (19):

P1 (t) = Pw,1 (t) + ql (t) /PI1, (21)

P2 (t) = Pw,2 (t) − qiw (t) /PI2, (22)

By substituting (21) and (22) into (16) and (17), respectively, we obtain:

ct,1Vp,1

(︂
dPw,1

dt
+

1
PI1

dql

dt

)︂
= q21 (t) − ql (t) , (23)

ct,2Vp,2

(︂
dPw,2

dt
− 1

PI2
dqiw

dt

)︂
= qiw (t) − q21 (t) . (24)

Expressing the downhole pressure derivatives from (23) and (24), we obtain a first-order ordinary
differential equation with respect to Pw,1 and Pw,2:

dPw,1

dt
=

1
ct,1Vp,1

[q21 (t) − ql (t)] −
1

PI1
dql

dt
. (25)

dPw,2

dt
=

1
ct,2Vp,2

[qiw (t) − q21 (t)] +
1

PI2
dqiw

dt
. (26)

Let us apply the first-order Runge-Kutta method to equations (25) and (26):

Pw,1 (t + ∆t) = Pw,1 (t) +
∆t

ct,1Vp,1
[q21 (t) − ql (t)] −

1
PI1

[ql (t + ∆t) − ql (t)] (27)

Pw,2 (t + ∆t) = Pw,2 (t) +
∆t

ct,2Vp,2
[qiw (t) − q21 (t)] +

1
PI2

[qiw (t + ∆t) − qiw (t)] , (28)
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where
q21 (t) = PI21

[︀
Pw,2 (t) − Pw,1 (t) − ql (t) /PI1 − qiw (t) /PI2

]︀
, (29)

∆t is the time increment.
Productivity (injectivity) and inter-flow factors can be defined as follows:

PIi =
2πkihi

µ
· 1

ln
(︁

Rc,i
rw,i

+ Si

)︁ , i = 1,2 (30)

PI21 =
k21

µ
· A21h21

r21
, (31)

where k1 and k2 are the reservoir permeability at the production and injection wells, respectively; h1 and
h2 are the reservoir thicknesses at the production and injection wells, respectively; µ is the fluid dynamic
viscosity; Rc,1 and Rc,2 are the external reservoir boundary radii; rw,1 and rw,2 are the bore well diameters;
S1 and S2 are the well skin factors; k21 is the reservoir permeability in the inter-well area; h21 is the reservoir
thickness in the inter-well area; r21 is the production-to-injection well distance; A21 is the length of the wells
porous volume interface where the fluid inter-flows occur.

Provided that other variables are known, equations (30) and (31) give the k1, k2 reservoir permeabil-
ity at the well location and the k21 reservoir permeability in the inter-well area.

To account for the stationary inflow as the well operation mode changes, we can introduce correction
factors to the productivity and interference factors similar to (9).

The external reservoir boundary radius can be determined with Pisman equation [6]. In this particular
case it can be reduced to:

Rc,i = 0,12
√︀

2Fi, i = 1,2, (32)

Fi =
Vp,i

mihi
, i = 1,2, (33)

where F1 and F2 are draining (injection) areas; m1 and m2 are the porosities.
The shape of the total drainage (injection) area of the two wells can be represented as an ellipse

with the wells located at its focal points. Then, the ellipse geometry equations can be used to estimate the
length of the interface between the well pore volumes through which the fluid flows:

A = 2b, (34)

b =
√︁

a2 − r2
21/4, (35)

a =

⎯⎸⎸⎷π2r2
12/4 +

√︁
π4r4

12/16 + 4π2F2

2π2 , (36)

where a and b are the major and minor ellipse semi-axes.
If the production well downhole pressure, fluid flow rate and water injection volume values are

available, we can estimate the reservoir parameters by adapting the downhole pressure model (27) and (28).
For this, the following optimization problem is to be solved:

F (X) =
∑︁

t

{︂[︁
Pc

w,1 (t) − Pf
w,1 (t)

]︁2
+
[︁
Pc

w,2 (t) − Pf
w,2 (t)

]︁2
}︂

→ 0, (37)

where F is the function to be minimized; X is a vector of variables; the c and f superscripts indicate the
estimated and actual values, respectively. We add the values for each moment t when the actual downhole
pressure value is available. The injection well downhole pressure can easily be estimated from the wellhead
pressure using Bernoulli’s equation.

The optimization problem variables are:
1) Vp,1 and Vp,2 porous volumes
2) PI1 and PI2 productivity and injectivity factors
3) PI21: fluid inter-flow factor
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4) b1 and b2 factors account for the stationary inflow as the well operation modes change
5) t1 and t2: relaxation periods

If PI1, PI2 and PI21 are known, we can estimate k1, k2and k21provided that other variables are also
available.

The above model can be easily generalized for a larger number of wells.

Optimization Problem Solution
In this paper, we use Newton’s method to solve optimization problems. Let us consider its principles.
Suppose we need to find the minimum of the f (X ) multi-argument function, where X=(x1, x2, x3,...,

xn). This problem is equivalent to the problem of finding the X values at which the gradient of the function
f(X) is zero:

grad (f (X)) = 0. (38)

Let us apply Newton’s method to (38):

grad
(︀
f
(︀
Xj)︀)︀ + H

(︀
Xj)︀ (︁Xj+1 − Xj

)︁
= 0, (39)

where j=1,2,3,..., m is the iteration number, H(X) is a hessian of the function f(X).
Note that the Hessian of a function is a symmetrical quadratic form that describes the behavior of

the function in the second order:

H (X) =
n∑︁

i=1

n∑︁
j=1

aijxixj, (40)

where aij=∂2f /∂xi∂xj, f (X ) is defined over an n-dimensional space of real numbers.
For convenience, equation (40) can be represented as:

Xj+1 = Xj − H−1 (︀Xj)︀grad
(︀
f
(︀
Xj)︀)︀ . (41)

Models Testing with Simulated Examples
Problem No. 1
Consider a two-well (production and injection) interference problem in a homogeneous infinite

reservoir as the well operation is variable. In general, Laplace images are used to obtain the exact solution
to such a problem. We used the Saphir software from Kappa Engineering to plot the production well
downhole pressure vs. time curve. The flow is single-phase. The initial data are as follows:

1) well radius: 0.1 m
2) reservoir thickness:9.1 m
3) reservoir porosity factor: 0.1 dec.qty
4) well-to-well distance: 300 m
5) volume factor: 1 m3/m3

6) dynamic fluid viscosity: 1 cps
7) total compressibility of the reservoir-fluid system: 4.267·10−5 1/bar
8) dimensionless well skin factor: 0
9) initial reservoir pressure: 350 bar

10) reservoir permeability: 50 mD.
Refer to Fig. 1 for the variable fluid flow rate and injected water flow rate.
We interpreted the flow rate and downhole pressure measurements using the single-volume CRM

model presented in Section 1. The downhole pressure curves are shown in Fig. 1. A satisfactory matching
of the downhole pressure curves was obtained. The results are as follows:

1) reservoir porous volume: 6.0·1010 m3

2) production well productivity factor: 2.0 m3/day/bar
3) production-to-injection well interference factor: 6.2 m3/day/bar
4) reservoir permeability at the production well: 78.6 mD
5) reservoir permeability in the inter-well area: 59.6 mD.
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Figure 1. Well performance for a homogeneous infinite reservoir. CRM model No. 1

The resulted permeability values are in satisfactory agreement with the initial data.

Problem No. 2
Consider a two-well (production and injection) interference problem in a heterogeneous (in terms

of permeability) limited square-shaped reservoir. The wells operate in a variable mode. There is no exact
solution to such a problem. We used a simulation model developed with the Saphir software from Kappa
Engineering to plot the production well downhole pressure vs. time curve (refer to Fig. 2.) The flow is
single-phase. The piezoconductivity problem is solved. The Voronoi grid is used. The initial data are as
follows:

1) XY plane area size: 848x848 m
2) permeability at the production well: 50 mD
3) permeability at the injection well: 100 mD.

We used linear interpolation of the inter-well area permeability. The rest of the data are similar to
those used in Problem No. 1.

The fluid flow rate and the injected water flow rate are variable, refer to Fig. 3.
We used two approaches to interpret the flow rate and downhole pressure measurements.
The first one is using the single-volume CRM model described in section 1. The downhole pressure

curves are shown in Fig. 3. Good matching of the downhole pressure curves was obtained. The results are
as follows:

1) reservoir porous volume: 6.3·105 m3

2) production well productivity factor: 3.6 m3/day/bar
3) production-to-injection well interference factor: 40.2 m3/day/bar
4) reservoir permeability at the production well: 50.4 mD
5) formation permeability in the inter-well area - 105.7 mD.

The resulted permeability values are in satisfactory agreement with the initial data. The reservoir
permeability at the production agrees well with the target value. The reservoir permeability in the inter-well
area poorly agrees with the “actual” value that can be estimated from the initial permeability at the wells
using the average harmonic equation as 66.7 mD. This is probably due to imprecise external reservoir
boundary radius estimation as the drained volume is elliptical.
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Figure 2. Permeability distribution over the grid (Saphir software)

The second approach is using the multivolume CRM model described in Section 2. The downhole
pressure curves are shown in Fig. 4. Good matching of the downhole pressure curves was obtained.

The results are as follows:
1) reservoir porous volume at the production well: 3.19·105 m3

2) reservoir porous volume at the injection well: 3.21·105 m3

3) production well productivity factor: 3.7 m3/day/bar
4) injection well injectivity factor: 7.15 m3/day/bar
5) inter-flow factor: 12.5 m3/day/bar
6) reservoir permeability at the production well: 50.1 mD
7) reservoir permeability at the injection well: 96.2 mD
8) reservoir permeability in the inter-well area: 52.9 mD.

In general, the resulted permeability values are in good agreement with the initial data. The
reservoir permeability at the production and injection wells agrees well with the target values. The reservoir
permeability in the inter-well area satisfactory agrees with the “actual” value that can be estimated from the
initial permeability at the wells using the average harmonic equation as 66.7 mD.

Conclusion
This paper proposes two CRM models of production-injection well interference used to estimate the

reservoir filtration and volumetric properties based on the production data. The production data, in this case,
are fluid flow rate, injected water flow rate, and bottom hole pressure. CRM models are a combination of
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Figure 3. Well performance in a heterogeneous (in terms of permeability) square-shaped limited reservoir.
CRM model No. 1

Figure 4. Well performance in a heterogeneous (in terms of permeability) square-shaped limited reservoir.
CRM model No. 2

the material balance equation (the formation fluid flow continuity equation) and the well inflow equation.
The advantage of all CRM models is that the reservoir pressure value is not required as it changes during
the extraction, and its field measurements are rare and often irregular.

The first proposed model is single-volume because only one, common pore volume served by both
wells is considered.

The second proposed model is multivolume since the number of pore volumes considered is equal
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to the number of wells. Each well operates in its dedicated pore volume. There are inter-flows between the
porous volumes of the wells.

The models were applied to a two-well case: a production well and an injection well. However, the
models can be easily generalized for a larger number of wells.

This paper proposes to solve inverse subsoil hydrodynamics problems with CRM models by com-
bining estimated and actual downhole pressure values. The filtration and capacitative reservoir properties,
including its permeability in various regions, are evaluated in this way. The inverse problem is solved by
Newton’s method.

The models were tested with simulated examples generated by Kappa Engineering’s Saphir software.
It is shown that for an infinite reservoir (in real life, a very large porous volume value at which no reservoir
pressure drop occurs), the simpler first CRM model can be applied, while for a limited reservoir, the
second CRM model provides better results. In general, with the right choice of the proposed CRM models,
it is possible to determine the filtration and capacitative parameters with accuracy sufficient for practical
purposes.
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Abstract Automata
The definition of the automaton is comprehensive. An automaton is a compound object that includes

the following components:
1. The set Zk = {0,1,...,k − 1} is the input alphabet of the automaton. It consists of k digits of the

base-k number system. The last digit “k-1” should be considered as a single character, although it seems to
consist of three separate characters: “k”, “-”, “1”. This is because we do not know how users of the k-base
number system may agree on the symbol for the last digit.

2. The set Zl = {0,1,...,l − 1} is the output alphabet of the automaton. It consists of l digits of the
l-base number system. The same observation as for the digit “k-1” is true for the digit “l-1”

The input and output alphabets of the automaton can be different.
3. The set Q = {q1,q2,...,qn}− is the set of the automaton states. The states can be denoted by any

symbols. The states designations (and their hardware implementation) do not affect the automaton operation.
4. The transition function q′ = θ(q,x) defines the movement of an automaton from one state q to

another q′ for a specific input symbol x.
5. The output function y = σ(q,x) returns the output signal of the automaton in the state q for the

input signal x.
Everywhere above (q′,q ∈ Q, x ∈ Zk, y ∈ Zl) .
For brevity, to specify the components of automaton A, we write:

A = A(Zk, Zl, Q, θ(q,x), σ(q,x)).

Usually, automata with finite sets Zk, Zl, Q are considered. Such automata are called finite automata.
Just listing the automaton components is not sufficient to define an automaton. The automation

operation is to be defined.
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The automaton operates in discrete time. We will mark time moments with integers without limiting
generality. At an integer point in time, the automaton “comes to life” for a moment, operates and then
“freezes” until the next integer point in time comes. In this case, it is governed by the operating equations
f the following type:

A:
{︂

q(t + 1) = θ(q(t),x(t)),
y(t) = σ(q(t),x(t)).

( t ∈ Z = {... − 2, − 1,0, + 1, + 2,...}). (1)

Other types of the operating equation are also possible.
When an automaton is set to one or another state as the initial state, it will represent a certain

mapping.
The effect of the automaton A being in its initial state q, on the object x̄ is expressed as ȳ = Ax̄|q.
If all states of an automaton are non-equivalent, then the automaton can represent as many different

mappings as many states it has. The range of available representations governs the capabilities of the
automation.

Single-State Permutation Automata
We only need single-state permutation automata. A permutation automaton is an automaton with

its output function performing a permutation of the output alphabet characters. The number of single-state
permutation automata for the quaternary number system Z4 is 4! = 24.

Single-state permutation automata are defined by type 1 tables.

Table 1

x
q

0

0 0, y0

1 0, y1

2 0, y2

3 0, y3

In Table 1 yi∈ Z4 are different. Among such automata, there is an automaton defined by Table 2.

Table 2

x
q

0

0 0, 0
1 0, 1
2 0, 2
3 0, 3

This automaton implements an identity mapping (identity computation)

xr ...x2x1x0 → xr ...x2x1x0,

i.e. any number xr ...x2x1x0 translates into itself. In terms of substitutions, it implements an identical
substitution (︂

3 2 1 0
3 2 1 0

)︂
.

An arbitrary automaton defined by Table 1, implements an arbitrary substitution(︂
3 2 1 0
y3 y2 y1 y0

)︂
.
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It is known how content-rich the algebraic theory of substitution is. As we see, all the facts from
the permutation theory can be represented in terms of single-state permutation automata.

Biological Interpretation of the Permutation Automata Operation
In genetics, single-state permutation automata are extensively represented.
The genetics information we used is borrowed from [1].
According to the Watson-Crick model, the DNA molecule as a carrier of hereditary information is

two stranded helical nucleotide sequences (double helix) of four types: adenine (A), guanine (G), thymine
(T), and cytosine (C). The nucleotides sequence along the molecule is arbitrary [1, p. 22]. The number of
nucleotides along the helix is high. The arbitrariness of the nucleotides sequence and their number in the
molecule implies a huge number of hereditary information combinations [6, p. 237]. Although the sequence
of nucleotides along one helix is arbitrary, the sequence of nucleotides in the parallel helix associated with
it cannot be arbitrary and is determined by the distribution of nucleotides in the first helix. This dependent
arrangement of nucleotides along the parallel helix is determined by the complementarity law: there must
be a one-to-one match between nucleotides:

A ↔ T, G ↔ C. (2)

In the DNA environment, the DNA helices may diverge. Then the lost nucleotides are built on each
of them according to the principle of complementarity. As a result, the separated spirals are reconstructed
identical to the one that split, and instead of one DNA molecule, we get two identical DNA molecules
(not different from the original DNA molecule either.) This process of doubling the DNA molecule is
called replication, and it (and similar ones that differ in detail, but not in principle) is the foundation of the
organism growth.

This is illustrated in Figs. 1 and 2. The captions are taken from [1].

Figure 1. The DNA molecule looks like a rope ladder consisting of two types of steps: A-T and G-C
nucleotide pairs

The described process of DNA molecule replication can be simulated with the considered single-state
permutation automata.

Indeed, both in replication and in other processes that can be interpreted as information retrieval,
a certain object moves along the molecule. The object perceives the input information, reacts to it, and
produces its output information used to build a molecule.

If we translate this into B-schemes, it can be presented as the diagram in Fig. 3.
The law of complementarity is represented by the links within the rectangle. The dots on the left

represent a possible nucleotide sequence. The sequence of dots on the left if read from top to bottom, means
that this DNA section has a guanine nucleotide (1) at the top, a thymine nucleotide (2) at the bottom, an
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Figure 2. According to Watson and Crick, the DNA is replicated. As a result, two identical molecules
emerge from the original molecule shown in Fig. 1

Figure 3. Automated model of the DNA replication process

adenine nucleotide (0) further down, and then a cytosine nucleotide (3). On the right almost all points are
empty. It means that there is no complementary construction yet.

Automaton A, moving along the left half of the DNA molecule, with its left input perceives the
input information and uses it to produce an output signal that is complementary to the input. Fig. 3
shows the situation when the automaton already completed the generation of one complementary output,
i.e., one complementary nucleotide. Specifically, passing the upper left nucleotide, it perceived the input
information through its left input at line 1, “recognized” the guanine nucleotide number 1, and, according
to the connections within the automaton (see Fig. 3 and Fig. 4), developed a reaction as the signal 3/, In
terms of genetics it means the addition of cytosine nucleotide, complementary to guanine nucleotide, to the
DNA molecule. A single-input automaton for complementary overlapping can be represented as an ordinary
single-input automaton with a typical B-scheme containing four & elements. This is the A10 automation
(Fig. 4) (The A10 automaton is borrowed from the general theory of permutation automata given in [4].)

The field structure of the molecules on the left (Fig. 4), interacting with the field structure of
the “rectangle” molecules, creates a new field structure. By the principle of variation, it attracts only one
of the four possible nucleotides: the one complementary to the left nucleotide. After attraction, a new
field structure is created. It pushes out the molecular formation represented by the rectangle and forces
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Figure 4. A10 automation for complimentary overlapping

it to move further along the DNA molecule. After pushing out, the complementary nucleotides are glued
together, and the “rectangle” moves on to the next position. There it performs a subsequent interaction
with the nucleotide on the left and the process repeats. It should be noted that the field structure of the
“left nucleotide-rectangle-right nucleotide” formation is such that the rectangle is always pushed out to one
side and grabbed by the next left nucleotide in the molecule. This ensures the directional movement of the
rectangle along the molecule. In principle, all these field structures can be estimated. The pushing out effect
(always in one direction) can also be found by calculation. It is possible to calculate the process duration
and estimate the performance of such a biological computer. As we can see, the simplest, single-state
biological automaton does exist. It governs all our life with its incredible complexity. It should be noted
that at this elementary abstract level the laws of mathematics allow for various variations such as not 4- but
6-nucleotide formations. However, they are not found on Earth. The question arises: for what reason? Are
the principles of variation really to blame?

Be that as it may, biological processes of cybernetic nature can be directly simulated by B-computers,
as shown above, without any software support, unlike existing computers requiring special software for such
simulation.

Conclusion
It is shown that life processes at the DNA molecule level can be modeled by abstract automata

represented by B-schemes. The four-letter B-schemes best suit the variational principle of optimization
existing in nature.
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Introduction
The complexity of existing corporate information systems (InfSys) requires to reconsider their de-

velopment strategy and the conventional approach to IT management [1].
A hierarchical structure is at the heart of each approach to IT management (e.g., ITSM, IT4IT or

Prince2.) It defines all the IT deployment project management models, their agility, and prioritization.
This paper presents an original approach to InfSys development by implementing a 2-tier IT man-

agement model. Its concept was proposed by the Gartner analytical agency in 2014 [11] and matured to a
ready-to-use level based on the IT management experience in a large oil company.

Conventional Approach to InfSys Development Management
Large corporate information systems over the past decades of intensive development reached a high

level of complexity. It leads to a range of problems that require special solutions [2]. Started as a set of
simple computational programs, information systems evolved into a complex multi-component system. As
part of such a system, every medium or large company runs many servers and other hardware components, a
large number of databases and DB management systems, numerous applications integrated with end-to-end
business processes, business process monitoring, analysis, and management tools [3].

Conventionally, the cascade approach is used to manage complex InfSys development. The devel-
opment process is a flow consistently passing through such phases as requirements analysis and approval,
design, coding, testing, integration, and support.
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The established InfSys project management practices may seem to enable the control of budgets,
deadlines, resources, to assure predictable project results. At the same time, these practices have several
drawbacks [4]:

∙ It is impossible to verify if the solution meets the business goal before a pilot operation
∙ Specification freeze for the duration of the project
∙ high efforts when making adjustments to the already approved specification
∙ The solution shall be detail designed as early as at the planning stage
∙ The high level of detail leads to huge documentation volumes and high upgrade efforts.

Such an inflexible approach to InfSys project management often slows down the attempts to keep
up with emerging technologies and results in more business problems. The key problems are:

∙ low InfSys adaptability to external changes: as the corporate business environment changes continu-
ously, the actual requirements for information processing often go beyond the InfSys functionality [5]

∙ internal InfSys rigidity: not all emerging needs of the InfSys users can be satisfied within the
conventional architecture [6], which often covers individual corporate functions, while the processes are
supported through e-mail, Excel files, paper stickers, regulations, and document flows (paper or electronic.)
In this situation, it is not always possible to retrieve the information the user needs, even if it is available in
the system. In can happen, for example, for non-trivial composite queries [7]

∙ poor software usability: the developers do not always pay proper attention to ergonomics and UX;
the user interface is often overloaded with graphics. Therefore, each time it takes a lot of time for the user
to learn the software and get used to it. This factor reduces productivity leading to irritation and fatigue

∙ high labor intensity and low development rate: requirements management practices and a multi-step
approval process enable to control budgets, deadlines, and resources, but widen the gap between business
and technology, and significantly slow down the development process. The deceleration varies directly with
the number of affected systems [8].

The problems listed above are more evident in the digitalization environment. Gartner gives this
definition: “Digitalization is the use of digital technologies to change a business model and provide new
revenue and value-producing opportunities; it is the process of moving to a digital business” [9].

Today, a large company urgently needs a new approach to InfSys development to solve its pressing
business problems and support its digital transformation and operations in a fluid economic reality [10].
Below we propose an original approach to managing InfSys development with a 2-tier IT management
model. The concept was proposed by Gartner [11] and matured to a ready-to-use level based on the IT
management experience in a large oil company.

InfSys Organic Growth Strategy
InfSys Organic Growth Strategy Concept Compared to the Conventional Step-by-Step Growth
What is the conventional approach to creating corporate management InfSys? A description or

model of business processes is compiled, appropriate software components are selected (often together with
consultants and integrators.) The components are delivered to a private data center or made available on
the “cloud” with a set of pre-configured “best practices”. They are subsequently adapted to the needs of a
particular company and supplemented with program code to implement the features not initially available
[12].

The step-by-step process of developing such a system includes programming, purchasing new mod-
ules and systems supporting new ”best practices” and implementation of applications managed with a cascade
model. Creating new IT solutions and making changes, even the smallest ones, to existing solutions is done
by programmers assisted by IT experts. The IT expert converts a request into a product specification, the
programmer converts the request into a language that the system understands. After “translating” the request
from the business language to the IT language it often turns out that the final solution only approximately
meets the original request [13].

To fix the low InfSys adaptability, intrinsic rigidity, and improve UX there shall be a direct interac-
tion between the InfSys and the business people The InfSys should “understand” humans in any intuitive
interaction format, for example, through customized process flowcharts [14].

In any case, there is some intermediary (non-human) between the human-understandable representa-
tion and the machine code. On the one hand, it operates with concepts (entities, properties and relations),
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while on the other hand, with machine language commands. Ontology can serve as a universal interface
language1. An ontology engine can be used as an intermediary. In the current context, we can skip the
implementation details of such a digital intermediary and focus on the fact that the modern approach to
InfSys development requires a direct interaction between InfSys and business people.

If the InfSys “understands” a business person, then to create an applied IT solution we need only the
first step of the conventional approach: representing the solution in terms understandable to both the InfSys
and the business people (an ontological model). The description added to the InfSys immediately reveals
the required IT solution. It is a foundation for further organic growth when InfSys is developed together
with the corporate processes.

For example, when designing a simple maintenance request management process, the business user
initially generated a simple process and commissioned it (Fig. 1). During the implementation, the process
became more complicated through successive iterations and now it looks much more complex (Fig. 2).

Figure 1. A simple process, initially generated by the business user

Further optimization, reengineering will be required: not of the programs and applications, but
the ontological models and solutions based on them. You still can not do without coding, but the efforts
sharing between business analysts and programmers will be changed, and the IT management model will be
transformed to meet the corporate approach to implementing an organic IT growth strategy.

Two-tier IT as an Approach to Implementing an Organic InfSys Development Strategy
Two-tier IT is a management model used to create both sustainable and predictable IT systems and

1 Ontology is a formal specification of a shared conceptual model, where “conceptual model” means an abstract model of
a subject area describing its system of concepts, “shareable” means an agreed understanding of the conceptual model by a certain
community (group of people), “specification” means an explicit description of the system of concepts, “formal” means that the
conceptual model is defined in a formal language [16].
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Figure 2. During the implementation, the process became more complicated

point IT solutions to quickly solve urgent business problems. Gartner defines the two tiers of IT management
as follows: “Tier 1 is conventional and consistent, ensuring safety and accuracy. Tier 2 is research and
non-linear, providing agility and speed” [9]. This combination of consistency and non-linearity supports
basic business processes and encourages continuous optimization of all corporate business processes.

This IT management model is already used by Russian and international companies. In some
companies, this idea was transformed into a two-speed model with a “rapid response team” within the
existing IT department. Such a group focuses on one or two most significant business areas. Sharp focusing
enables to quickly transform the InfSys in the most significant areas, and then apply the results to the other
IT applications.

The second IT tier is organizational. It does not require a physical or administrative resource
reallocation. Any of the tiers can be enhanced by outsourcing, contracting integrators or vendors at any
stage of the solution development.

The approach used by a major oil company is an illustrative example of a two-tier IT management
model to implement the InfSys organic growth strategy.

Case Study: InfSys Organic Growth Strategy at Surgutneftegas, PAO
The IT/InfSys solutions development process is divided into 2 tiers:

∙ second tier. The tier includes business analysts and business users. A fast evolutionary development
methodology (agile) with frequent releases is used. Creating an IT solution at this tier follows the Deming-
Shewhart cycle and generally looks like this:

- a graphical business process model is developed by iterative edits to make a minimal viable product
(MVP) based on a self-documenting software platform that “understands” business people.



Russian Journal of Cybernetics / Успехи кибернетики. 2020;1(1):31–37 35

Figure 3. Case Study: InfSys Organic Growth Strategy at Surgutneftegas, PAO

- MVP is launched and improved on the fly, taking into account the real practice with specific business
processes and the interactions between them.

∙ first tier. The programmers work at this tier. They receive requests from the second tier when there is
a need to develop specific business logic, data processing, and integration with other systems. conventional
ITSM methodologies, change management and a corporate release strategy are used.
For the successful application of organic InfSys growth strategy with a two-tier IT model, the right choice
of the platform is paramount. Business process management systems created with a configurable platform
(hereinafter called a High Readiness Enterprise Management System, or HREMS) should enable a human
to describe the required solutions in an intuitive format and automatically convert such descriptions into
machine code [16].
We tested the above two-tier IT model at Surgutneftegas enabled by Comindware Business Application
Platform, a commercially available HREMS platform closest in its concept and functionality to the InfSys
organic growth concept and can operate as an ontological engine [17].

The key criteria to evaluate Comindware Business Application Platform as a product suitable for
building an HREMS were [18]:

∙ The versatility of the platform enables the building of any function-oriented corporate IT solutions
using built-in tools. For second-tier development, there are low-code tools for building ontology models of
business applications and user interfaces. For first-tier development, there are general-purpose coding tools
in common programming languages

∙ The adaptability of the digital platform and its IT solutions to continuous changes in subject areas.
This means that the solution model can be created, verified for compliance with the business problem and
approved on the second tier. As early as at this stage the requirements are adjusted to the solution and the
business logic taking into account the system user feedback. The requirements are not frozen at the high
tier, and the requests passed to the first tier are verified and do not require adjustments.

∙ Highly flexible data processing. The platform enables the user to perform any unstructured and
non-standard information processing. This is achieved with a graph database and the platform’s ability to
handle the semantics (meaning) of user queries in a given context supported by the ontology. The platform
can find the necessary concepts and relationships in the ontology, create a set of them that meets the query,
and perform the operations that yield the result (answer) [19].

∙ Excellent UX. The user interfaces and forms are created and adapted to the needs of users in the
second tier. In this way, the UX is continually improved to lower the IT solution learning curve.



36
R. D. Gimranov, E. V. Gaydukova

Organic Growth Strategy as the Foundation for an Agile Information System

For the above model of InfSys development can be recommended as the key enterprise-wide strategy,
we had to prove its feasibility for both technically complex projects, and projects with relatively simple
business logic.

A technically complex pilot project was creating a new petroleum products customer relations man-
agement system (CRM) to replace a legacy solution. This project includes a customer web site, digitalization
of end-to-end business processes from requisition to shipment, integration, analytical reporting and much
more. As one could expect, implementing such functionality took a lot of first-tier resources. We managed
to significantly reduce the IT department efforts, reach a sustainable short release cycle and reduce the total
cost of creating and aftersales support. As a result, we proved the viability of the proposed management
model and platform for large projects, and the developed CRM system has been successfully growing and
developing to meet the business needs since 2016.

To test the proposed approach for smaller-scale IT solutions without using the first-tier resources,
we launched the projects to develop solutions for business processes and IT projects portfolio management.
These IT solutions were successfully implemented by the business analysts and are in commercial operation.

The proposed approach to managing the InfSys organic growth was implemented, yields a tangible
economic effect, and can be recommended for large companies.

Conclusion
The application of the organic growth strategy to the InfSys development with two-tier IT manage-

ment is a modern approach to solving the problem of InfSys complexity in large companies. It enables
fast response to business needs. The technology behind the InfSys organic growth strategy and the mod-
ern approach to simplifying large corporate InfSys is a high-availability enterprise management system. A
significant part of the HREMS activities is at the level of individual experts and business unit managers.
It increases the IT projects efficiency, reducing project costs and total system ownership costs through the
ability to develop IT solutions code-free and documentation-free, minimizing approval procedures, as well
as making changes to the applications without adjusting the infrastructure. It is the key to the organic and
dynamic development of a corporate InfSys.
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Introduction
I will consider some questions related to Euler’s work on the drawing of geographical maps and

its ramifications, in which the foliations of the sphere by meridians and parallels play important roles.
This article can be regarded as a sequel to my article [1] in which I talked about the works of Euler and
Chebyshev on geography. It is also the occasion to straighten out a statement often made in the literature
concerning Euler’s contribution to cartography.

On Euler’s “perfect” maps
I will start with a few remarks on Euler’s memoir De repraesentatione superficiei sphaericae super

plano (On the representation of spherical surfaces on a plane) [2], presented to the Saint Petersburg Academy
of Sciences on September 4, 1775, and published in the 1777 volume of the Acta Academiae Scientarum
Imperialis Petropolitinae.

This memoir is very poorly quoted in the literature. On the one hand, it is referred to for a result
which is attributed to Euler, although this result was known since Greek antiquity, and its proof follows
immediately from results in spherical geometry that were known in that period. On the other hand, there
are interesting results that Euler proved in this memoir which, to my knowledge, are never mentioned in the
papers or books on mathematical cartography.
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The result that is usually attributed to Euler in relation with the paper [2] says that there is no
“perfect” map from a subset of the sphere to the Euclidean plane. A confusion is entertained by the fact
that the word “perfect” was used by Euler in his paper without a proper definition. In the (relatively large
number of) papers in which Euler’s memoir is quoted, it is said that Euler proved in this memoir that there
is no map from a subset of the sphere onto the Euclidean plane that preserves distances up to scale, which is
surely not what Euler proved. The reason for this situation is that, as it often happens in “historical” papers,
authors get their information from papers written by other authors on the subject without bothering to look
into the original sources and try to understand them. Let us give a few examples of such quotes.

T. Feeman, in his book Portraits of the Earth: A Mathematician Looks at Maps [3], discusses the
existence of a map from a portion of the sphere onto the plane which has a fixed scale, that is, as the author
puts it, a map such that the quantity

distance between two points on the globe
distance between their images

is constant, i.e. independent of the chosen pair of points. The author writes: “Over the years various
attempts by cartographers to solve this problem resulted in some ingenious, if flawed, maps. Finally, in
1775, Leonhard Euler (1707–1783), the leading mathematician of his day and one of the most important
mathematical figures of all time, presented to the St. Petersburg Academy of Sciences a paper entitled On
representations of a spherical surface on the plane in which he proved conclusively that such a map could
not exist” [3, p. 25].

In the article Dallo spazio come contenitore allo spazio come rete, C. Corrales Rodriganez writes [4,
p. 125]: “The mathematician Leonhard Euler, in his article De repraesentatione superficiei sphaericae super
plano, published in the eighteenth century, proved that no part of the Earth can be reproduced over a plane
surface without deformation. Euler’s theorem says that the perfect map does not exist”1. Incidentally, the
author adds that “Euler’s theorem has pushed the mathematical cartographers to study spherical geometry
and trigonometry as a subject in itself, independent of Euclidean geometry.”2. It is not clear to what
mathematical cartographers the author is referring to, but Euler himself was a cartographer, and he had
published several works on spherical geometry and spherical trigonometry several decades before he wrote
this memoir.3. Furthermore, long before Euler, Ptolemy (2nd c.A.D.), one of the most famous mathematical
cartographers of all times, was also thoroughly involved in spherical geometry and spherical trigonometry.
As a matter of fact, the field of spherical geometry remains poorly known to historians of mathematics.
In the book Portraits of the Earth: A Mathematician Looks at Maps which we already mentioned, the
author claims [3, p. 25] that spherical geometry can be developed axiomatically as a Euclidean geometry in
which Euclid’s fifth postulate is replaced by a postulate saying that any two lines intersect (in two points).
This statement is not correct. The confusion is probably caused by the fact that the axioms of hyperbolic
geometry (which, together with Euclidean and spherical geometry forms the three “classical” geometries,
or the geometries of constant curvature) are precisely those of Euclidean geometry with the fifth postulate
replaced by its negation. Spherical geometry may be developed axiomatically, but such a set of axioms
cannot be so simply obtained from those of Euclidean geometry.

Let us continue with our citations of Euler’s result.
R. Osserman, in his paper Mathematical mapping from Mercator to the millennium [6, p. 234]

(2004) attributes the following theorem to Euler: It is impossible to make an exact scale map of any part of
a spherical surface. By an “exact scale map”, Osserman means a map that preserves distances up to scale,
and he refers again to Euler’s paper [2].

P. Robinson, in a paper titled The sphere is not flat [7] (2006), writes the following: “The theorem
of our title asserts that there is no isometric (that is, distance-preserving) function from the sphere (or indeed
from any of its nonempty open subsets) to the Euclidean plane; more generally, there is no isometry to
any Euclidean space. This theorem may be traced back to Euler, in his De repraesentatione superficiei
sphaericae super plano of 1778”.

1 [Il matematico Leonard Euler] nel suo articolo De repraesentatione superficiei sphaericae super plano, pubblicato nel
Settecento, ha provato che nessuna parte della Terra pu‘o essere riprodotta su une superficie piana senza deformazione. Il teorema
di Eulero dice che la carta perfetta non esiste.

2 Il teorema di Eulero ha spunto i cartografi matematici a studiare la geometria sferica e la trigonometria come materie a
s´e, indimendenti dalla geometria euclidea.

3 An edition of Euler’s and his collaborators on spherical geometry will appear in the book [5].
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The same poor attribution to Euler occurs in the chapter titled Curvature and the notion of space
in the book Mathematical Masterpieces: Further Chronicles by the Explorers (2007) by A. Knoebel, J.
Lodder, R. Laubenbacher and D. Pengelley [8, p. 163], where the authors write: “In the paper presented
to the St. Petersburg Academy of Science in 1775, De repraesentatione superficiei sphaericae super plano,
Euler proved what cartographers had long suspected, namely, the impossibility of constructing a flat map of
the round world so that all distances on the globe are proportional (by the same constant of proportionality)
to the corresponding distances on the map”.

J. Gray, in his book Simply Riemann, Simply Charly [9] which appeared in 2020, says the following,
about Euler’s work on cartography: “Euler used all his analysis to prove that every cartographer suspected:
that there could be no map of the Earth’s surface onto a plane that is accurate in every respect. Some maps
send curves of shortest length on the sphere to straight lines in the plane; there are maps that send equal
angles to equal angles, and there are maps that scale all areas by the same amount. But there can be no map
that does all of these at once”.

Naturally, popular science authors get their information from mathematicians’ writings when they
understand them: In the Spanish daily newspaper La Vanguardia, on 26 March 2017, in an article titled Un
mundo, tres mapas, the author, A. Molins Renter, writes: “Passing from a spherical geometric form to a
plane support, two-dimensional and usually of rectangular shape, results in the fact that something is always
lost in the translation, as the Swiss mathematician and physicist Leonhard Euler already demonstrated in
1778, in his work De repraesentatione superficiei sphaericae super plano”4.

One could give are many other examples.
In fact, the statement attributed by all these authors to Euler was obviously known to him, but it

does not convey the slightest idea of the results obtained in the memoir quoted, which are much stronger
and much more interesting than what all these authors claim. Furthermore, as I suggested, the result that
they quote was known since the 1st-2nd century A.D., since it follows as a corollary from several results
contained in Menelaus’ Spherics on the geometry of spherical triangles. For instance, it is an immediate
consequence of the result saying that the angle sum in a spherical triangle is always greater than 2 right
angles (this is Proposition 12 in [10]), or from the comparison result saying that in any spherical triangle
ABC, if D and E denote the midpoints of AB and AC respectively and if DE is the shortest arc joining them.
Then DE > AC/2 (Proposition 27 in [10]). A local isometry between an open region of the sphere and an
open region of the Euclidean plane would preserve the two properties of triangles, and obviously neither of
them is satisfied by a Euclidean triangle.

At the end of Section 9 of his paper, Euler writes: “It is proved through computation that a perfect
mapping of the Sphere onto the plane is not possible.” But since he did not give the definition of a perfect
map, the meaning of this sentence should be understood in context, that is, by following the arguments that
lead to it.

Recently, C. Charitos and I. Papadoperakis wrote a paper titled On the non-existence of a perfect
map from the 2-sphere to the Euclidean plane [11] in which they give a precise statement of Euler’s result
and provide a detailed proof of it.

To state Euler’s result correctly, we call a map f from a region S of the 2-sphere to the Euclidean
plane perfect if every point in the domain has a neighborhood on which the following two conditions hold:

(1) f sends meridians and parallels to two fields of lines that make mutually the same angles;
(2) f preserves distances infinitesimally along the meridians and the parallels.

Thus, a perfect map sends the meridians and parallels to two line fields that are orthogonal. Furthermore, a
perfect map preserves globally the length element along the meridians and the parallels. One should note
here that on the spherical globe, the meridians are geodesics but the parallels are not. The fact that distances
are preserved infinitesimally along the meridians implies immediately that the distances between points on
these lines are preserved. It also follows, although not so immediately, that distances between points on
parallels is preserved by a perfect map.

The idea of Euler’s proof was to translate these geometrical conditions into a system of partial
differential equations and to show that this system has no solution.

Furthermore, Euler, in his paper, after showing the non-existence of a perfect map, proves several
other results. He declares that since perfect maps do not exist, one has to look for best approximations. He

4 Pasar de una forma geométrica esférica a un soporte plano, bidimensional y normalmente con forma rectangular provoca
que algo se pierda siempre en la translación, como ya demostró el matemático Leonhard Euler en 1778, en su obra De repraesenta-
tione superficiei sphaericae super plano.
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writes: “We are led to consider representations which are not similar, so that the spherical figure differs in
some manner from its image in the plane.” He then examines several particular projections of the sphere,
searching systematically for the partial differential equations that they satisfy. He considers several classes
of maps: conformal maps (which he calls “similitudes on the small scale”), area-preserving maps, and maps
where the images of all the meridians are perpendicular to a given axis while those of all parallels are
parallel to it. He gives examples of maps satisfying each of the above three properties and in each case he
studies their distance and angle distortion.

On the action of a geographical map on the foliations by parallels and meridians
An important feature of Euler’s memoir [2] and of the other memoirs that we shall consider below

is that most of the properties of the geographical maps that are requested are formulated in terms of how
these maps transform the two geographically most famous foliations of the sphere, namely, the foliations by
parallels and by meridians.

Let us recall that when the surface of the Earth is considered to be a sphere, the parallels are the
family of circles that are equidistant from the equator. The latter is the great circle that is perpendicular to
the rotation axis of the Earth, the one that separates the Northern hemisphere from Southern one. In the
geometry of the sphere, the parallels are geometric circles, that is, equidistant points from a center, which
is either the North or the South pole (a circle on the sphere has two centers). Furthermore, the parallels are
small circles, that is, intersections of the sphere with planes that do not pass through the center, except the
equator itself, which is also considered as a parallel (at zero distance from itself) and which is a great circle,
the intersection of the sphere with a plane passing through the center. The difference is important because
on the sphere great circles are geodesics whereas small circles are not. This foliations has two singular
points, situated at the North and South poles.

The second foliation that is used in the paper [2] is the foliation by meridians, whose leaves are the
great circles perpendicular to the equator, or, equivalently, the great circles that pass through the North and
South poles. Unlike the parallels, the meridians are all great circles, and therefore geodesics. It has two
singular points, situated at the North and South poles.

Since the time of ancient Greek geography, the foliations by parallels and meridians play an impor-
tant role in map drawing, for representing regions of the Earth, but also for maps of the celestial sphere.
Figure 1 is a reproduction of a representation of a celestial globe dating from the 1st century A.D. on which
the foliations by parallels and meridians are drawn. The same picture could serve for the representation of
the Earth.

The properties of the images of the meridians and parallels are important factors in several known
projections. For instance, under a stereographic projection centered at the North pole, the parallels are sent
to concentric circles centered at the image of the South pole, while the meridians are sent to straight lines
meeting at the North pole. The projection from the center of the sphere to a plane tangent to the South pole,
known as the gnomonic projection, and which was used since the times of Thales, has a similar property:
parallels are sent to circles centered at the South pole and meridians are sent to straight lines passing through
this pole.

The foliations by parallels and by meridians are perpendicular. Their images by a geographical map
are usually drawn on the map, see e.g. Fig. 1.

Two other memoirs by Euler on geography were published the same year as his memoir De reprae-
sentatione superficiei sphaericae super plano, namely, De proiectione geographica superficiei sphaericae
[12] and De proiectione geographica Deslisliana in mappa generali imperii russici usitata [13]. I would
like to make a few comments on the latter.

The memoir [13] is concerned with a projection from the sphere that was used by Joseph-Nicolas
Delisle who, during several years, was the main geographer and the director of the astronomical department
of the Saint Petersburg Academy of Sciences. He was in charge of drawing new and precise maps of the
Russian Empire. From 1735 to 1740, Euler assisted Delisle in this work until he became himself the head
of the geography department of the Academy, after a conflict emerged between Delisle and the Academy’s
administration, in relation with the so-called Atlas Russicus (the “Russian Atlas”), a project initiated by Peter
the Great and of which Delisle was in charge, and which he kept postponing. In 1740, the responsibility of
the Russian Atlas was taken away from him and given to Euler.



42
A. Papadopoulos

Map Drawing and Foliations of the Sphere

Figure 1. A celestial globe with its two perpendicular foliations by parallels and meridians. Wall painting
fragment from the first century A.D. Metropolitan Museum of Art, New York, Department of Greek and

Roman Art. (Photo A. Papadopoulos.)

In his memoir, Euler starts by reviewing the main properties of a stereographic projection used
by the geographer Johann Matthias Hasius. The latter had published in Nuremberg, in 1739, a map of
Russia known under the name “Imperii Russici et Tatariae universae tam majoris et asiaticae quam minoris
et europaeae tabula” (Geographical map of the Russian Empire and of Tataria, both large and small, in
Europe and Asia). Euler mentions properties of the images of the two foliations by parallels and meridians,
in particular that these images intersect at right angles (in fact, the map is conformal, that is, it is angle-
preserving). Euler then reviews the inconveniences of this projection: length is highly distorted in the
large, especially for maps that represent large regions of the Earth and the images of the meridians are not
evenly curved on the geographical map, even though these lines are circles. In particular, the province of
Kamchatka is distorted by a factor of four, compared to another region at the center of the map.

In §5, of his memoir, Euler states the following four properties that are required from an ideal
geographical map: (i) the images of the meridians are straight lines; (ii) the degrees of latitudes do not
change along meridians; (iii) the images of the parallels meet the images of the meridians at right angles;
(iv) at each point of the map, the ratio of the degree on the parallel to the degree on the meridian is the
same as on the sphere. He then declares that since this cannot be achieved one may request, instead of the
last condition, that the deviation of the degree of latitude to the degree of longitude at each point from the
true ratio be as small as possible (ideally, this error should not be noticeable).

He then recalls the construction of Delisle’s map.
In this map, one first chooses two outer parallels that contain the region that is to be represented. In

the case of the Russian Empire, these outermost parallels are chosen to be those at 40o and 70o of latitude.
Then, one chooses two other special parallels on which the ratios of the degrees of latitude to the degrees of
longitude will be represented by their exact values. Euler writes that the question becomes that of choosing
these two new parallels in such a way that the maximum deviation of the ratios of the degrees of latitude and
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Figure 2. A map of the Northern Pacific, with the Eastern part of Asia and the Northern part of America,
from Euler’s Atlas Geographicus (Berlin, 1753)

longitude over the entire map is minimized. He writes that Delisle found that the optimal choice of these
parallels is to take them equidistant from the central parallel of the map and from the outermost parallels
chosen. Besides, distances should be preserved on all meridians, and the maximum of a certain deviation
over the entire map must be minimized. Figure 3 reproduces a map drawn by Delisle using his method.

Starting in §7, Euler presents a mathematical construction of a family of straight lines representing
meridians which are at distance one degree from each other. He notes that one advantage of Delisle’s
projection is that while meridians are represented by straight lines, the images of the other great circles
do not deviate considerably from straight lines (§22 of [13]), and he gives some precise estimates of this
deviation (§23ff).

In §10–16 of his memoir, Euler gives the mathematical details that show the difference between
this representation and the real situation at the extreme points he started with, and in §17–23, he makes the
actual computations in the special case where the map is that of the Russian Empire. In the last sections of
his memoir, he studies the images of great circles on the sphere and he shows that the difference between
these images and circular arcs is not noticeable. He computes the radius of such an arc, which he finds to
be very large and he concludes that the shortest lines on the map do not differ sensibly from straight lines.

In conclusion, let us stress once again that in Euler’s treatment of Delisle’s projection, like in the
theorem we stated above on perfect maps, the important requirements concern the behavior of the images
of the two foliations defined by the parallels and the meridians.

Besides the memoir [13] in which he described Delisle’s method of drawing geographical maps,
Euler explained the same method in the Atlas Geographicus omnes orbis terrarum regiones in XLI tabulis
exhibens [15] that was published by the Académie Royale des Sciences et Belles Lettres de Prusse, in the
year 1753, in Berlin, where he worked for 25 years, between his two stays in Saint Petersburg. The atlas
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Figure 3. A map of the Russian Empire by Joseph-Nicolas Delisle (Saint Petersburg, 1745) [14]

contains 45 maps, and was edited under the direction of Euler who also wrote its preface, which is dated
May 13, 1753. Several projections are used in this atlas, which is concerned only with large parts of the
Earth. In all these projections, the meridians are perpendicular to the parallels.

The map in Figure 2 is extracted from this atlas. It is the last one in the series, and it is drawn using
Delisle’s method. Euler, in the preface, comments on this method. He writes that Delisle’s method seems to
him the most appropriate for a proper representation of these Northern regions of the terrestrial globe. He
recalls that in this representation, the meridians are straight lines and all their degrees are equal: the images
of two meridians that are distant apart by one degree converge in such a manner that at two latitudes that
are chosen in advance, the ratio of the degrees of longitude to the degrees of latitude are the same ratio as
in reality. This is the property that he presents in his memoir [13] that we noted above. For the Russian
Empire, after the choice of the two outer parallels at 40o and 70o, the two parallels which are at the same
elevation from the extremities of the region that is represented as well as from its center are those at 47o30′

and 62o30′. Under these two latitudes, the ratios between the degrees of longitude and latitude are accurate
on the map. At the other locations, they are almost accurate (the difference is not noticeable). Besides, in
this representation, all the meridians (which are straight lines) merge at a point, although this point is not
the North pole; it is at a distance which would correspond to 7 degrees farther than this pole. From this
point as center, the images of the parallels are circles. Euler writes that one should not regard as a shortage
of this map the fact that the center in which all the meridians intersect is so far from the pole, nor the fact
that on this map the parallels, which form semi-circles, do not occupy 180o in longitude, but much more,
sometimes even up to 250o.

Lagrange, whose name is associated to the one Euler in several respects, already stressed in his
paper on the construction of geographical maps the fact that the only thing we have to do in drawing a
geographical map is to specify the images of meridians and parallels according to a certain rule (see [16,
p. 640]). This simple remark was at the basis of the the development of modern mathematical cartography.
We have tried to convey this idea by mentioning examples from the works of Euler and Delisle, but others
may be found in works of Lambert, Gauss, Bonnet and others. The forthcoming book [5] contains a section
on cartography at the epoch of Euler.
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Аннотация: в ряде исследований показано, что профилированные структуры позволяют полу-
чать требуемые характеристики систем в промышленных и других областях применения. В настоящей
краткой статье мы продолжаем рассмотрение недавно предложенных нами профилированных струк-
тур — таких, как пляжный зонтик, — основанных на принципе оригами. Для демонстрации оптиче-
ских свойств данной модели был разработан рекурсивный алгоритм трассировки лучей, выполняю-
щий моделирование распространения световых лучей через модель образца из бумажных волокон. В
настоящей статье представлено моделирование прохождения света через пористую структуру методом
трассировки лучей, а также обсуждаются результаты моделирования прохождения света в профилиро-
ванной структуре по сравнению с моделированием прохождения света в волокнистой структуре.
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Introduction

Decreasing harmful effects on human health is important topic for the investigations, see for instance
[1], and references therein. Widely used umbrellas and shade structures, which can be made from dense
fabrics of cotton, flax, hemp, and natural silk fabrics, provide limited sun radiation. In [2] it was observed
that wool knitted fabric with the optimized parameters such as fibre diameter, yarn linear density, yarn twist,
cover factor setting can provide high ultraviolet protection to human body.

A wedge-shaped structure is a potentially promising periodic structure for sun light protection that,
in fact, was shown in [1]. Washi-paper is widely used in Japan as a material for producing various goods
such as lampshades, umbrellas, and etc., see, for instance [3]. The article [1] is devoted to the study of an
origami-like screen for protection from sunlight which might reduce the harmful effects of solar radiation
on humans. The purpose of the simulation was to show the effectiveness of the profiled structure to redirect
light rays in comparison with the non-profiled structure. When light is incident on a material surface, the
light wave will either be reflected, transmitted, or absorbed. However, light propagation simulation through
a profiled paper structure is based on widely used in various application Kubelka — Munk (K-M) model,
see [4], [5], where the light propagation model is considered as a continuum to describe the forward and
backward scattering of light.

Due to the short wavelengths of light compared to the geometrical parameters of the desired structure,
the problem of light propagation can be solved by means of geometric optics. In [1] an analysis of the
Fresnel formulas [6] shows that the reflection coefficient r increases markedly with increasing the angle
of incident ϕ. Such a correlation between parameters r and ϕ can be used to create structures with high
reflectance. The article implements the idea of using the profiled structures based on origami principles to
increase the number of reflections with increasing the angle of incident ϕ on the flat faces. Problem of
optimization of initial or basic structure has been also studied.

Nevertheless, exploring the possibility of applying the profiled structure to create a sun-protection
screens made from paper or fabrics shown in Fig. 1(a) is in its early phases. Also there is an obvious
problem to design a fabric or paper structure satisfying some conditions, see, for instance [7].

Unfortunately, the K-M paper model does not consider any change in orientation in the angular
distribution of light fluxes that can introduce some intrinsic errors. This question is discussed, for instance
in [8], where Henyey-Greenstein phase function commonly used to describe light fluxes in turbid media such
as human tissues is used. Investigating orientation effects to prove correctness or validity of implementing
the K-M theory used in [1] for profiled structures is the main objective of this short note. Another one is
the extension of previously developed by us the recursive ray tracing algorithm (RRT) allowing simulating
light propagation in porous structures. As an application of the developed software algorithm we mimic and
examine the properties of reflection/refraction of the fibre structure such as a washi-paper, which we call
washi-like paper. The RRT algorithm is implemented using the C++ programming language and is designed
to study the light propagation through the fibres presented by polygons.

(a) (b)

Figure 1. Geometry models [1]. (a) The profiled polygonal model. (b) The non-profiled polygonal model
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Related works
Myriads of articles related to the questions of paper industry were published recently, among them

[9-13]. A lot of applicable information such as size of fibres, fibre lumens, length, diameter, and others like
illustrations of crimped sections of fibres can be found on the web site of Pekka Komulainen.

The main objective of the recent study [7] is the stress analysis of paper, nevertheless, in some
way results shown can be used for study of light propagation. Authors investigate the effect of extreme
tensile performance of individual softwood fibres. In a particular, simulated networks were generated using
a random deposition model that mimics the handsheet filtration. Wall thickness, diameter, length and curl of
the fibres, grammage, and density profile of the network are the control parameters in the deposition model.
An example of a deposited fibre network is presented in Fig. 2 [7].

The review article [14] highlights progress in understanding the optical properties such as opacity,
brightness, color, fluorescent properties, gloss of paper.

Transparent wood (TW) is now considered as building material of the future. In many applications,
the total light transmittance is an important property. The [15] discusses potential applications of TW
and presents optical, mechanical performance, and functionalization routes for realization of advanced
applications. In the paper [16] authors note that better understanding of optical properties of TW is essential
for further development of this class of optically functional materials. Light transmittance through a TW is
highly influenced by light scattering. The paper studies the light diffusion in media with both absorption
and scattering. Diffusion equation for photon transport in a scattering material was modified – two different
diffusion coefficients were considered: Dxy (in the plane perpendicular to the fiber direction) and Dz (along
the fiber direction). It is found that the angle-integrated total light transmittance of TW has an exponentially
decaying dependence on sample thickness.

In geometric optics, an assumption is made that in uniform media, light travels in a straight-line
path, which can be approximated by a ray, where the ray is a straight line perpendicular to the wave fronts.
When the light wavelength is much less than the feature size of the medium, Maxwell’s equations reduce
to the eikonal equation, which is the basis of geometric optics [17] or the ray tracing method. In computer
graphics, ray tracing is used for rendering the 3D objects by recursively following the path that the incident
light takes or by using so called Monte-Carlo method.

A model based on Monte-Carlo ray tracing for simulating scattering and linear polarization by
particles with arbitrary shapes and size is presented in [18]. Authors examine absorption and scattering
behaviour of single irregular particles. Particle shapes, size, and optical constants are taken into account for
exploring the relationship between actual physical properties and of large particles and the single-particle
parameters. In [19] authors demonstrate that the values of the reflection and transmission through the optical
medium consisting of air, cell sap, chloroplast, and cell wall of a leaf found from ray tracing agree closely
with experimental results.

The paper [20] presents an approach which describes the behavior of light in matter as a special
kind of random walk. The paper presents a Markov chain modelling the K-M-like scattering process and
studies its combinatorial properties.

The paper [21] introduces an open source Monte–Carlo simulation tool for the modelling of light
scattering in paper and prints. Surface scattering is treated as a combination of two effects. The long-range
topographic structure, called the surface waviness, deflects incident wave packets according to Snell’s law
and the Fresnel equations. In addition, the short-range topographic structure, called the microroughness,
scatters the light diffusely in a Lambertian manner. Within a homogenous turbid medium representing a
fibre wall, the scattering process is controlled by three parameters, the scattering and absorption coefficients,
and the asymmetry factor which is used to compute the new direction of the wave packet. Each sheet
was modelled as a statistical layer bounded by two surfaces, simulating a sheet with constant thickness.
Fibres were modelled as rough hollow cylinders, stretched out into an elliptic shape and a homogeneously
distributed along the thickness direction of the sheet, and isotropically oriented in the plane of the paper. The
only contribution to light scattering came from light reflections at fibre and layer boundaries. The refractive
index of the layer and fibre wall was set to 1.5. The applicability of the simulation tool was demonstrated
by modelling the effect of a structure modification on the light scattering.

Let us emphasize or repeat mentioned above that our intention is to estimate possible relations be-
tween intensity values of falling light fluxes on a sheet of simulated paper material and values of transmitted
light fluxes.
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Paper model and simulating light intensity by ray tracing
Paper’s ability to scatter and absorb visible light is highly dependent on many factors including

paper structure and its chemical composition. A geometry model of the sample of paper, the image of which
is shown in Fig.2 (produced by our algorithm), is considered to simulate light propagation as it is described
below.

Figure 2. Image of simulated fibre structure generated by ray tracing

For estimation of light propagation characteristics of a simulated paper model we use the idea of
voxel visualization [22] to demonstrate the distribution of light rays in the areas inside and below the
structures under consideration. A cubic (voxel) volume represents the area of reception of each ray location.
Following this concept, we define the 3D volume with cells as identical sub-cubes, where we store the input
and output data such as the simulated light intensity data.

There are many effective algorithms for spatial partitioning of 3D space to reduce vast amount of
calculations arising in ray tracing algorithms, see, for instance, [23] and references therein. In our application,
a developed by us 3D chained list (a series of records) is composed of input data to store geometry data
or other. Such list allows easily to store also the contribution of each individual ray to the resulting output
data like the electric field strength amplitude, phase, and polarization for each position on an arbitrary ray
at a specified distance from the source.

The light is scattered but it is being transmitted through the gaps between the paper fibres. The
fibres are not absolutely opaque as it can be seen in Fig. 3. In this study, one record of input data contains
coordinates x,y,z of the fibre centre and 3 coefficients of essential matrix defining space orientation of single
fibres, modelled as hollow cylinders, stretched out into an elliptic shape by a scaling factor. Fibres were
modelled as hollow cylinders with a fibre wall thickness d = 3.1µm, stretched out from initially almost
circular cross-sectional shape with radius 17 µm into an elliptic shape and non isotropically oriented in the
plane of the paper. Slight angular deviation in y (vertical in our system of coordinates) direction is also
produced. Fibres contact and intersection were taken into account by allowing formation of pores what can
be observed in the Fig 2. Length of the fibre is about 3.2 mm. The mentioned above modelling parameters
approximately correspond to parameters of the modelled washi-like paper.

Thus, for simulating light propagation through the sample of washi-like paper where the two sides
of the base are of length approximately 3.1 mm and 3.2 mm respectively, and the height (thickness) of the
sample is 0.1 mm, a cubic volume with 8 x 3 x 128 cells size is used in x,y,z directions, respectively.

The simplest (Lambertian) reflection model is applied as a model for diffuse reflection. It is known
that the intensity of light should decrease exponentially with the distance d that it enters an absorbing
medium. According to Bouguer’s experiment, an exponential relationship Tλ = tλpow(d) was found between
the thickness and the spectral transmittance. Tλ and tλare the spectral transmittance of a transparent object
and spectral transmittance according to the unit thickness, respectively. A 0.9 transmittance for the unit
thickness was used in our experiment. Refraction is calculated in accordance with a quantity of the refraction
indices by using Snell’s law for a given pair of media air and fibre. This process of reflection/refractions
continues iteratively.

Traditionally for modelling reflectance and transmittance of particle structures spherical or cylindrical
parametrically defined objects are used. In our application polygonal model of fibres is used. Total number
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of polygons is 31720.
In our implementation of recursive ray tracing discussed in [1], a set of refraction/reflection events

is considered as n- layered material obtained using the adding method, see [5]. In the adding method n is
treated with respect to the number of ray intersections with modelled walls.

As we mentioned above, the K-M model does not consider any change in orientation in the angular
distribution of light fluxes. For realization of modelling propagation of the paper sample dependence outlined
above in investigation of propagating light in the profiled and non-profiled structures we have to take into
account orientations in the angular distribution of the paper sample. For that, we precalculate and store light
intensity of transparent light in an analogy of look up table, an array that replaces runtime computation.
In the table we store direction vectors of the incident light rays and values reflected and transmitted light
intensities. Each ray is continued until it ended up as reflection or transmission from the considered paper
sample. To reduce the time and efforts required in ray tracing some of the rays are discontinued after 5
levels of recursion.

Figure 3. Microscopic image of washi-paper structure (the top view)

Results of simulations
Results of simulating light propagation in the sample of the washi-like paper structure are shown in

Fig 4.

(a) (b)

Figure 4. The ray tracing simulation of light propagation in the modelled sample of washi-like paper. (a)
Graph of the normalized light intensity (in blue) and power fit of the data (red dots). (b) graph of the

normalized intensity of linearly polarized light (in blue) and power fit of the data (red dots)

For simulating light propagation in profiled and non-profiled models (Fig.1), they are embedded in
the cube of cells size 128 x 128 x 128. Tracing rays of light with wavelength of 400 nm with correspondent
reflection/refraction indices 1 and 1.5 is produced to calculate the integral value of the photon energy E for
each sub-cube.

Each ray is continued until it ended up as reflection or transmission from the cube. To reduce
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the time and efforts required in ray tracing some of the rays are discontinued after 5 levels of recursion in
analogy to ray tracing of the paper sample. The same level of recursion is used to calculate light propagation
in the paper sample.

In the RRT algorithm, we consider light intensity as the rate at which light energy is delivered to
a sub-cube. We consider an optimal design of the given geometry model that is optimal with respect to
the basic designed profile model. Coordinates of vertices of the 3D polygonal model are modified and the
resulting warped shape is evaluated with the help of the RRT algorithm, which allows us to take into account
a collection of light intensities of refracted and reflected rays stored in the area under the profiled structure.
The combination of ray tracing and the optimization techniques based on Genetic Algorithms (GA) for the
modification of the model shape is used. Resulting light distribution for profiled model after 331 steps of
GA is shown in Fig.5. Our experiments show that with the evolutionary optimization of the geometry of the
profiled model, we can improve the shading effect with respect to the basic design. Fig. 5 also illustrates
that profiled structures with using paper as a material can provide reasonable decreasing light intensity in
the area under the structures.

We may note that with the evolutionary optimization of the profiled model we can improve the
shading effect with respect to the basic design by about 2%, it is shown in (Fig. 6 a).

In our own experience, we have found that important problems in computer simulation, surface
reconstruction, animation, and geometry processing, can be solved by involving the methods related to a
bending energy quantity ht A−1h. A−1is the bending energy matrix, h is a vector of so called heights.
Questions related to definition matrix A based on using radial basis functions are discussed remarkably
well in [24]. So-called heights h, in our case, are space transformations defined by the initial and final
(destination) points engaged in the process of the model shape modification by implementation of GA
optimization. Fig.6 exposes stimulating for further investigation of the relationship between bending energy
and light propagation through the profiled structure.

Figure 5. The ray tracing simulation: graphs of the resulting data in the layers of the cube. The light
intensities normalised according to values of the profile model are shown on the vertical axis. The area

between the layers 4 and 28 represents the region of the model inside the cube

Conclusion remarks
One of the directions of using the RRT algorithm discussed in this note might be the development

of models of light reflection/refraction/absorption phenomena in various types of paper structures based on
the analysis of their microscopic images. But processing time (the time it takes to complete one calculating
step) for the considered modelled sample of paper is about approximately 29 sec on Intel Pentium 2.50 GHz
processor. It is obvious that parallel or distributed processing is necessary for such applications.

This study actually supports our idea or even prove that the given structures with using paper as a
material can provide reasonable decreasing light intensity in the area under the structures.

According to the simulation results of the modelled paper sample, we also considered an optimal
design of the given geometry model that is optimal with respect to the basic designed profiled model. The
criterion for the distribution of light intensity using geometric field tracing is implemented in the form
of the RRT algorithm. We do not present here results of shape improving with respect to the simulated
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(a) (b)

Figure 6. (a) Illustration of light intensity distribution during GA iteration steps. (b) Bending energy
values. In both plots, red dots illustrate a linear dependency

light propagation characteristic. Let us notice that there is no distinct difference between the improved
model attained by using the K-M light propagation model [1] and discussed in this paper. Nevertheless, to
prove applicability developed paper model we have to show agreement between modelled light propagation
data and measurements that is seen as our urgent future task. There is an interesting question of defining
a fitness function for optimization of profiled models. Polarized light is produced by the interactions of
unpolarized light with materials, particles, and surfaces. So, we can define a fitness function as a result of
all propagated lights through a media or as a flux of polarized light. This is an open question which requires
future consideration. There is also intriguing question of obvious correlation between bending energy of the
profiled models and light scattering distribution.

Naturally, to confirm the results obtained in this study, more experiments would need to be conducted.
Nevertheless, our numerical simulation of light propagation through a fibre like structure shows almost
exponentially decaying dependence on the thickness of the paper sample.
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Abstract: life sciences advanced greatly in molecular and cell research for the last 40-50 years.
However, the system-oriented approach lags behind. Since the times of N. Wiener, cybernetics switched
to specific problems and ceased to be the primary science for studying complex systems. We believe the
reason for this is the general crisis of deterministic and stochastic approaches to living systems. The revival
of medical and biological cybernetics as a science of control in biological systems is possible only through
a new understanding of the regulation and operation principles of any complex biosystems. Such a new
understanding should be based on new principles of biosystem regulation, as chaos and repetitive processes
shall prevail over deterministic certainty or stochastic uncertainty. A special role in this revival of interest
in cybernetics is given to the new chaos-self-organization theory, which is now being developed by several
teams in Moscow, Tula, Samara, and Surgut. This new area of research is based on the Eskov-Zinchenko
effect (lack of statistical robustness of any human body properties) and new models of the biosystem state
vector behavior x=x(t)=(x12, x21,..., xm)T in the phase state space.
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Аннотация: за последние 40–50 лет биологические науки сделали существенный прорыв в об-
ласти молекулярно-клеточных исследований. При этом системный уровень за этот период претерпел
существенное отставание. Со времен Н. Винера кибернетика перешла к решению частных задач, уй-
дя из области главных наук в изучении сложных систем. На наш взгляд, такая ситуация обусловлена
общим кризисом детерминистского и стохастического подходов в изучении живых систем. Возрожде-
ние медицинской и биологической кибернетики как науки об управлении в биологических системах
возможно только в связи с новым пониманием принципов регуляции и функционирования любых слож-
ных биосистем (complexity). Это новое понимание должно базироваться на новых принципах регуляции
биосистем, в которых хаос и многократные повторения одних и тех же процессов должны превалиро-
вать над детерминистской определенностью или стохастической неопределенностью. В этом возрожде-
нии интереса ко всей кибернетике особую роль должна сыграть новая теория хаоса-самоорганизации,
которая сейчас разрабатывается несколькими научными школами Москвы, Тулы, Самары и Сургута.
В основе этого нового научного направления лежит эффект Еськова–Зинченко (отсутствие статистиче-
ской устойчивости любых параметров организма человека) и новые модели поведения вектора состо-
яния биосистемы x = x(t) = (x12, x21, . . . , xm)T в фазовом пространстве состояний.
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Introduction
Two outstanding scientists who contributed greatly to the rapid development of cybernetics (as a

science of control in animate and inanimate nature) in the mid-20th century are P. K. Anokhin [1] and
N. Wiener. We should emphasize that P. K. Anokhin introduced the concept of acceptors of action results
applied to the work of any functional system of the human organism (FSO.) The purpose of the FSO
functioning in P. K. Anokhin’s theory is gaining benefits for the body. He introduced the concept of
feedback that adjusts the activities of any FSO. However, till today a strict mathematical definition of the
“utility” concept and of the action acceptor functioning is not available; the latter and little studied.

N. Wiener praised P. K. Anokhin’s works, but for 70-80 years, biocybernetics in its development
followed deterministic and stochastic models. Now we can claim that some slowing down the cybernetics
progress are caused by the efforts of deterministic-stochastic approach (DSA) advocates when describing
processes in living systems. However, as far back as 1948 W. Weaver [2] categorized living systems as a
separate class of type III systems (3TS.) Following the logic of W. Weaver, such 3TSs would have to be
modeled within some other (not DSA) approach [2]. However, for more than 70 years nothing new was
created to build a mathematical theory for describing the 3TS-complexity [3–11]. During this period, no one
attempted to study the properties of 3TS; living systems were studied with DSA [3–6].

Such a delay with the development of biocybernetics is precisely due to the global limitations of
DSA methods in describing living systems. Still, the compartmental-cluster theory of biosystems (CCTBS)
[12–13] was created in the last 25-30 years, and the theory of chaos-self-organization (CSO) is in the making.
The emergence of CCTBS and CSO significantly changes our understanding of the regulation and control
principles in biosystems [14]. It is now becoming apparent that the DSA cannot describe the real properties
of living systems (3TS according to W. Weaver.) We expect that CSO will open new perspectives in the
development of biocybernetics and cybernetics [15–17].

Prerequisites for the Development of CSO and New Biocybernetics
Originally, in the 1930-50s, P. K. Anokhin proposed the basic operation principles of various reg-

ulatory systems in human and animal organisms. P. Anokhin criticized I. Pavlov’s theory of reflexes,
emphasizing the linearity of any reflex [1]. P. K. Anokhin introduced the concept of the acceptor of action
results, i.e., he was the first to emphasize the importance of feedback for any regulatory system. With such
feedbacks, an action acceptor eventually corrects the activity of both the FSO and the organism as a whole
[15–16].

P. K. Anokhin highlighted that the human body is supported by the operation of its various functional
systems (FSO.) These FSOs are expected to give some benefits through their activities. The action result
acceptor should support a steady-state of the organism under various (and chaotic) environmental changes
or by changing the FSO itself. The FSO should support not only homeostasis but also various types of life
activities (including thinking.) P. K. Anokhin emphasized the presence of feedbacks in living nature, and
this was appreciated by N. Wiener as he developed the foundations of cybernetics.

We emphasize that cybernetics of the 20th century paid special attention to reverse feedbacks.
However, as early as the end of the 19th century, A. A. Bogdanov emphasized the importance of positive
feedback in living systems. at the turn of the 19th and 20th centuries, in his Tectology, A. A. Bogdanov
tried to develop a generalized systems theory where both types of feedbacks were equally applied. H. Haken
(1969) noted positive feedbacks as he tried to develop synergy as a complement and extension of cybernetics
[18]. However, synergy was not properly developed, either [3, 8, 15]. After a certain surge at the end of the
20th century, now we see some decline in the interest in synergy [4, 8, 11, 15].

What is the reason for such a decline in the development of cybernetics as a control theory in
complex systems and synergy in the 21st century? Is this natural, or are there any subjective reasons to
blame? We should note that as early as I. R. Prigogine (as a final result of his entire career) talked about
the end of the deterministic approach to living systems [19]. In his final work The end of Certainty, I. R.
Prigogine wrote that all processes in living systems are irreversible. Living systems are far from equilibrium,
so for such systems, he developed thermodynamics of nonequilibrium systems (TNS.)

Note that TNS is a linear theory, while all living systems (it was also emphasized by H. Haken in
his Synergy [18]) are nonlinear. The concept of non-linearity in mathematics is associated with the presence
of non-linear elements on the right side of differential equations describing the behavior of systems in
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animate and inanimate nature. A typical example of such models is the Verhulst-Pearl equation, with reverse
feedback. The equation itself contains a quadratic term on the right-hand side (this equation has a historical
value since it was created almost 200 years ago.)

I. R. Prigogine failed to switch from linear to nonlinear TNS theory. It is obvious that now TNS
may suffer the fate of the I. Pavlov reflex theory in physiology. All the sciences of living systems (or
3TS according to W. Weaver) require a non-linear approach. But what is the essence of such non-linearity?
Two Nobel laureates tried to answer this question at the end of the 20th century (I. R. Prigogine and M.
Gell-Mane.) They tried to introduce the concept of “complexity” for describing 3TS and living systems, but
over these 35 years a strict definition of “complexity” was not proposed in all of world science.

J. Horgan, a renowned historian of science, has wryly stated on this subject [20] that S. Lloyd in
the 1990s offered no less than 30 definitions of “complexity”, but there is no strict definition of the term till
today. There is no understanding of what this term means (in DSA) since the dynamic Lorentz chaos has
nothing to do with living systems (3TS) [3-6].

It is essential that it is I. R. Prigogine and M. Gell-Mann tried to describe 3TS-complexity using
the Lorentz dynamical chaos theory, but their efforts were unsuccessful. In the new chaos-self-organization
theory (CSO) we proved that Lorentz’s theory is inapplicable to living systems. However, the deterministic
approach should not be written off. The compartmental-cluster theory of biosystems (CCTBS) was developed
at the end of the 20th century [10–13]. The core of the CCTBS is a system of equations:

dx
dt

= A(y)x − bx + ud, (1)

y = CTx, (2)

where the biosystem state vector x(t)=(x1, x2,..., xm)T can be in the stationary modes (SM) as dx/dt̸=0. We
emphasize that living systems cannot be in such stationary modes, so in CSO we introduce a completely
different understanding of SM. Note that the systems (1) contain the dissipative term -bx and external drivers,
represented as ud. CCTBS describes dissipative biosystems away from equilibrium, but the equilibrium
characteristics are not presented. In reality, living systems (systems of the third type according to W.
Weaver) not only lack SM but also cannot demonstrate statistical robustness for consecutive samples xi [14].

We proved (in CSO) that CCTBS is a transitional theory from DSA to CSO. However, CCTBS
models can describe the statistical chaos of 3TS if we switch to equations with a discontinuous right-hand
side (the theory was developed by A. F. Filippov and V. A. Galkin [21–22].) Statistical chaos can be
deducted in CCTBS, which proves the Eskov-Zinchenko (EZE) effect [23]. Once again, we emphasize that
the CCTBS is a transitional theory between the deterministic approach and the new CSO. The CSO proves
uncertainties of the 1st and 2nd kind, which are not present in the DSA, but the first uncertainties related to
the number of elements (and their behavior) in the compartment are already introduced in the CCTBS.

All living systems (LSS) can be characterized as max indeterminate systems that meet the main
system principle: the behavior of a single element does not affect the evolution of the entire system. In
CCTBS this is already strictly followed while constructing clusters and compartments, but the evolution of
clusters and compartments are described by the system (1.) In system (1), the matrix function A(y), where
y(t) is the 3TS-complexity output function, has certain (generic) constraints. In general, CCTBS was the
beginning of the transition to the third paradigm of natural science [3, 11, 15] and to the CSO, where
uncertainty is a key concept. Why are we now talking about the need to move to the third paradigm and
CSO? To answer this question, let us consider some experimental evidence for the particular chaotic nature
of the 3TS [23].

N. A. Bernstein Hypothesis and the Eskov-Zinchenko Effect
The hypothesis of “repetition without repetition” [24] was proposed by N. A. Bernstein in 1947, but

we could prove it only 20-25 years ago [14]. Having said that, W. Weaver in 1948 [2] only suggested the
hypothesis about special 3TSs. Still, there is no understanding of the special 3TS complexity in modern
science. We work in biomedicine, psychology, environmental studies using functional analysis (determinism)
and a stochastic approach. It is common for medical and biological cybernetics (without any prospects for
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development.) About 25 years ago the N. A. Bernstein hypothesis was proved, and the concept of EZE was
introduced, i.e. the concept of statistical sampling instability in biomechanics [3, 14].

EZE was discovered in biomechanics and then extended to other FSOs, such as the cardiovascular
system (CVS) [8–11, 17]. Note that in biomechanics, EZE is the most pronounced, since the share of
stochasticity is minimal (below 10%.) Let us consider EZE as applied to specific examples from biomechan-
ics for tremorograms (TMG) and tappingrams (TPG) as examples of involuntary (TMG) and arbitrary (TPG)
movements [25]. Later EZE was also proved as applied to the physiology of the CPS and other properties
of the human body.

Refer to Table 1 as an example. It presents the Wilcoxon p criteria in a matrix of pairwise
comparisons of 15 tremorogram samples consequentially acquired from the same person in their unchanged
physiological state. If p≥0.05, such a TMG pair would have one (total) parent population. It follows from
Table 1 that k1 (for p≥0.05) is extremely small (k1=3/) It means that there is no statistical robustness in the
TMG samples. The samples with probability β≥0.95 are not statistically similar, and it proves the special
properties of 3TS-complexity. Note that such statistical chaos has nothing in common with the Lorentz
chaos so much praised by I. R. Prigogine [19], M. Gell-Mann and S. Lloyd.

Table 1
Pairwise comparison matrix of tremorogram samples for the same person (no-load, n = 15 repetitions).

Wilcoxon criterion is used (significance: p < 0.05, matches: k1 = 3)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
2 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
3 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
4 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
5 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
6 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
7 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00 0,00 0,00
8 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
9 0,00 0,00 0,00 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00 0,00 0,00 0,00
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,51 0,00 0,00 0,01 0,70
11 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,51 0,00 0,00 0,00 1,00
12 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
13 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
14 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00
15 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,70 1,00 0,00 0,00 0,00

Table 1 and hundreds of similar ones [3, 5, 22, 25] prove the N. A. Bernstein hypothesis about
“repetition without repetition” [24]. The hypothesis is now expressed as the Eskov-Zinchenko effect (EZE),
based on the statistical instability of not only biomechanical properties (refer to Table 1 for TMG), but
also for many other body properties of any human being. Now let us consider the statistical chaos of
electromyograms (EMG) (refer to Table 2, where k2=6), and RR intervals (RRI) (refer to Table 3, where
k3=10) and many other properties of the human body.

Indeed, Table 2 is a pairwise comparisons matrix for EMG samples (at fixed tension F1=50 N) and
RRI samples (Table 3) also for the same person (in a relaxed state.) In any case, the share of stochasticity in
such pairwise comparison matrices of TMG, EMG, and RRI samples is extremely small. For TMG k1<5%,
for EMG k2<10%, while for RRI k3<20%. We built hundreds of such matrices both for individuals (for
n=15 repetitions) and for groups with various 3TS-complexity properties.

In all the matrices for the different SSS, EEG, EMG, TMG, etc. values, the number of k pairs
meeting Wilcoxon, Newman-Keuls, Kraskell-Wallis criteria p≥0.05 is extremely small. It is impossible to
arbitrarily reproduce samples of any xi, i.e. x(t) samples of the human body state. We deal with processes
that demonstrate “repetition without repetition” i.e., EZE. One wonders why for more than 70 years nobody
working in the living system research tried to test the statistical robustness of x(t) samples. For more
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Table 2
Pairwise comparison matrix of electromyograms (EMG) for the same person, low muscle tension (p = 50

N). Wilcoxon criterion is used (significance: p < 0.05, matches: k2 = 6)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 0,00 0,00 0,00 0,51 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
2 0,00 0,03 0,05 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
3 0,00 0,03 0,87 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
4 0,00 0,05 0,87 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
5 0,51 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
6 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,71 0,00 0,00 0,00 0,00 0,00 0,00
7 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,04 0,01 0,00 0,01
8 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
9 0,00 0,00 0,00 0,00 0,00 0,71 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,07 0,00 0,00
11 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,45 0,00
12 0,00 0,00 0,00 0,00 0,00 0,00 0,04 0,00 0,00 0,00 0,00 0,26 0,00 0,00
13 0,00 0,00 0,00 0,00 0,00 0,00 0,01 0,00 0,00 0,07 0,00 0,26 0,00 0,00
14 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,45 0,00 0,00 0,00
15 0,00 0,00 0,00 0,00 0,00 0,00 0,01 0,00 0,00 0,00 0,00 0,00 0,00 0,00

Table 3
Pairwise comparison matrix of RR interval samples for the same person (no-load, n = 15 repetitions).

Wilcoxon criterion is used (significance: p < 0.05, matches: k3 = 10)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 0,02 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,56 0,00 0,00 0,00 0,00
2 0,02 0,00 0,00 0,00 0,00 0,00 0,09 0,00 0,05 0,24 0,00 0,00 0,00 0,04
3 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
4 0,00 0,00 0,00 0,89 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
5 0,00 0,00 0,00 0,89 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
6 0,00 0,00 0,00 0,00 0,00 0,16 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
7 0,00 0,00 0,00 0,00 0,00 0,16 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
8 0,00 0,09 0,00 0,00 0,00 0,00 0,00 0,00 0,72 0,00 0,00 0,00 0,00 0,80
9 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,40 0,02 0,00
10 0,00 0,05 0,00 0,00 0,00 0,00 0,00 0,72 0,00 0,00 0,00 0,00 0,00 0,66
11 0,56 0,24 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
12 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
13 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,40 0,00 0,00 0,00 0,92 0,00
14 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,02 0,00 0,00 0,00 0,92 0,00
15 0,00 0,04 0,00 0,00 0,00 0,00 0,00 0,80 0,00 0,66 0,00 0,00 0,00 0,00

than 70 years since the publication of N. A. Bernstein [24] and W. Weaver [2] no one researcher checked
the statistical robustness of samples of any human body properties. Over the past 150–200 years, science
confidently operated with various statistical methods but had no insight into the statistical instability of xi
biosystem samples [11, 14–15, 19–23]. The modern science of living systems is under the illusion that
human body property samples are statistically robust, although any such sample is unique (historical).

Uncertainties of the 1st and 2nd Kind in CSO: the Problem of Invariant Selection
With hundreds of matrices similar to Tables 1, 2, 3 we can apply the uncertainty of the 2nd kind

to biology, psychology, medicine, environmental studies, and other “non-exact” sciences. We use the



Russian Journal of Cybernetics / Успехи кибернетики. 2020;1(1):54–62 59

term “non-exact” because any sample xiof both one person (for repeated measurements) and a group (for
repeated xi measurements) is unique. The sample is arbitrarily unique from a stochastic point of view.
In other words, it concerns not only statistical distribution functions f(x) due to their mismatch, but also
spectral signal densities (SSD), autocorrelations A(t) and other statistical characteristics of any human
body property [26-30].

In medical and biological cybernetics, there is a global problem with the identification and sim-
ulation of stationary modes (SM) in complex biosystems. It is impossible to come to a stationary mode
within the framework of determinism (functional analysis), i.e. to obtain dx/dt=0 and x1=constfor 3TS.
However, from the EZE viewpoint and the uncertainty of the 2nd kind, it is impossible to maintain the
statistical functions f(x), SSD, A(t) unchanged, and all stochasticity (as we prove) is unique. This means
that the sample xi obtained at the time interval ∆t1 cannot be arbitrarily reproduced at the next interval
∆t2 (at ∆t1=∆t2.) Any sample is unique, it is historical and cannot be predicted in the future [24-25].

It is high time to stop using stochastic approaches to the study and simulation of any biosystem.
If a biosystem is unchangeable (in the physiological, biological sense), its properties will be statistically
unstable. There is the problem of choosing invariants to describe the stationary modes of 3TS-complexity.
How can we register the changes in the biosystem if dx/dt0 is continuous in the unchanged state, while
f(x), SSD, A(t) are continuous and change chaotically?

Note that the Lorentz dynamical chaos (two Nobel laureates I. R. Prigogine [19] and M. Gell-
Mann had great hopes for it) has nothing to do with the description of complex biosystems – 3TS, either
[14]. In Lorentz attractors, we have invariants, i.e. we register a uniform distribution, and f(x), SSD, A(t)
do not change. For 3TS, the situation is the opposite: everything changes continuously and chaotically.
We need new invariants, new concepts of statical and dynamical (evolution) states of 3TS-complexity,
which could describe the uncertainty of the 2nd kind [14].

Now it is proved that uncertainties of the 1st kind exist in CSO, as stochasticity indicates that the
samples of properties xi do not change, while by other methods we record real changes (evolution) of
the biosystem. Uncertainties of the 1st and 2nd kind exchange the concepts of statics (unchanged 3TS
properties) and kinematics (3TS evolution.) What in stochasticity is considered unchanged (xi samples),
shows statistical instability in CSO. On the contrary, what can be considered unchanged in stochastics
(samples do not statistically vary for different physiological states), in CSO can be estimated as significant
changes (evolution.)

There are significant contradictions between stochasticity and the real behavior of human body
function properties. It is necessary to develop new biocybernetics that considers uncertainties of the 1st
and 2nd kind. At the same time, it is necessary to develop new invariants and new models for describing
3TS-complexity. Now we are creating such a theory as CSO based on the new, third paradigm of natural
science [3–5, 10–11]. These paradigms are deterministic (based on functional analysis), stochastic, and
CSO-based [3–5, 10–11].

CSO-Based Biocybernetics Development Prospects
The core of the third paradigm and CSO is the concept of uncertainty. In the deterministic

approach, everything is strictly defined: both the initial state x(t0)as the Cauchy problem, the entire
process path in the phase state space (PSS), and the final state of the system x(tk.) We can repeat the
process many times and get to the point x(tk) in the PSS many times.

In stochasticity, we have a strict (repeating), definite x(t0), since the experience shall be repeatable,
but getting to a finite point x(tk) is a nearly impossible task in PSS for a continuous random variable.
However, we can obtain a sample xi(tk) and repeat the statistical function f(x), SSD, A(t), etc. Under
stochasticity, we have invariants if nothing happens to the system and if x(t0) is repeated many times.

The situation with 3TS is completely different. In CSO, we cannot arbitrarily reach x(t0), repeat
the x(t) path in PSS, or repeat samples x(tk.) Everything changes constantly and chaotically. Therefore,
we had to introduce new invariants for stationary modes of 3TS-complexity and define new concepts
of statics and kinematics for the state vector of the biosystem x(t) in the PSS. In CSO we introduced
a concept similar to the Heisenberg uncertainty principle applied to errors (more precisely, to variation
margins) for any variable xi1 and its change rate xi2=dxi1/dt.

In such a two-dimensional phase state space of the vector xi=(xi1, xi2)T , we can define properties
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of some limited PSS region (as a pseudoattractor [PA] or Eskov quasiatractor), where the vector xi(t)
moves continuously and chaotically. The area S of such a PA, its center coordinates are invariant for
the given physiological state of the biosystem. We proved it in numerous studies of recorded TMG,
tappinggrams (TPG), EMG, CVS properties, electroencephalograms (EEG), electroneurograms (ENG) and
many other properties xi of the human body [21–23, 26–30].

The introduction of new invariants as PA properties based on the uncertainty xi made it possible
to develop new simulation models of 3TS-complexity even within the deterministic approach. For this
purpose, we used models from the compartmental-cluster theory of biosystems (CCTBS) with the addition
[12–13] of discontinuous functions to the right side of the differential equations [21, 22]. It turned out
that CCTBS produces matrices similar to Tables 1, 2, 3 and thousands of others (with low k1, k2, k3

values.)
With PA estimation in psychology, medicine, environmental studies we could identify the real

differences between various physiological states of both an individual and groups. These individuals can
be in different states and we can detect the differences between using the uncertainty of the 2nd kind.
Moreover, we used two main properties of 3TS (continuous reverberations, i.e., dx/dt ̸=0, and chaos x(t))
to run neural networks. Finally, we arrived at the modeling of heuristic brain activities [11]. Chaos and
reverberations are the attributes of any living system. It is a foundation of CSO and the third paradigm
[26–30].

Conclusion
Over the past 40–50 years there was some decline in research interest in cybernetics as a theory of

system regulation (it divided into many areas) and in biomedical cybernetics in particular. However, the
general problems of control in living and nonliving systems are still relevant today. In our opinion, it is
now possible to revive such interest due to the discovery of the systems of the 3rd kind (3TS-complexity)
and the proof of their special properties [26–27].

We are talking about the lack of statistical robustness of any human body (or a group of persons)
properties xiin an unchanged physiological state. As a result, the Eskov-Zinchenko effect (EZE) was
proved, new invariants for the biosystem state vector (based on pseudoattractors) were introduced, uncer-
tainties of the 1st and 2nd kind were presented, and the models of 3TS behavior were developed. The
key novelty is the special uncertainty (and it is global) of any properties xi of the biosystem [25, 26–30].

As a result, we came up with new models of heuristic human brain activity and new models used
in personalized medicine. We think that there are new prospects for medical and biological cybernetics by
studying uncertainties of the 1st and 2nd kind, building mathematical models with a discontinuous right
part (CCTBS-based) in the area of personalized medicine, psychology, and environmental studies. At the
same time, we propose some methods for system synthesis, i.e. finding order properties (key diagnostic
features.) All this is a foundation for the development of new areas in biocybernetics and medicine
and opens up new prospects for the development of cybernetics in general. The future of cybernetics is
studying living systems, the principles of their organization, and the complexity of the systems of the 3rd
kind.
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Introduction
RD 52.37.612-2000 Guideline [1] is currently used for avalanche danger forecasting in the Russian

Federation. However, unexpected avalanches do occur, although rarely. Therefore, further improvement of
the avalanche forecasting methods is of some interest.

The accuracy of avalanche forecasting can be improved by considering more extensive historical
data. A separate database is created for each avalanche site. It complicates the forecasting center operations,
but it certainly improves the quality of the risk estimation.

Avalanche Forecasting Algorithm
To simulate the local avalanche risk, we developed forecasting dependences. Their parameters were

derived for the following conditions:
1. The number of unexpected avalanches does not exceed one in a thousand (in this case, a small slope

process rarely results in human casualties, so the acceptable probability is relatively high.)
2. The number of correct forecasts should be as high as possible.

The forecasting dependence factors were estimated to the nearest hundredth.
The result was the following algorithm.
First, we check whether the avalanche danger is exceptionally high.
First, the following values are calculated [1, 2]:

pα i = [0.8 exp(−|α− 35.0|/7.2)]3.1{1+exp[9(α−90)]+exp[9(14.0−α)]}, (1)
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pli =

⎧⎨⎩
[(1.65/π)arctg(L/16)]2.9{1.0+exp[2.2(7.1−L)]} atα ≤ 58∘

[(1.54/π)arctg(L/2,6)]3.1{1.0+exp[142(0.12−L)]} atα > 58∘
, (2)

phi =
[︂
1.71
π

arctg
(︁
2.7h1.3

)︁]︂2.6{1+exp[3.6(51.0−100h)]}
, (3)

where pαi accounts for the slope angle contribution to the exceptionally high avalanche danger occurrence;
pli accounts for the contribution of the avalanche nucleation zone length (hypotenuse) to the exceptionally
high avalanche danger occurrence, phi accounts for the contribution of the slope snow layer thickness to the
exceptionally high avalanche danger occurrence.

Then we estimate the comprehensive contribution of the slope angle, the avalanche nucleation
area length (hypotenuse) and the slope snow layer thickness to the exceptionally high avalanche danger
occurrence. For this purpose we estimated the parameters [1, 2]:

pαi1 = p1−0.43pli−0.47phi
αi , (4)

phi1 = p1−0.49pαi−0.49pli
hi , (5)

pli1 = p1−0.13pαi−0.08phi
li , (6)

pi = pαi1pli1phi1, (7)

where pαi1 accounts for the slope angle contribution to the exceptionally high avalanche danger occurrence
also taking into account the values of phi and pli; phi1 accounts for the slope snow thickness contribution to
the exceptionally high avalanche danger occurrence also taking into account the values of pαi and pli; pli1
accounts for the contribution of the avalanche nucleation area length (hypotenuse) to the exceptionally high
avalanche danger occurrence taking into account the values of pαi and phi; pi accounts for the comprehensive
contribution of the slope angle, the avalanche nucleation area length (hypotenuse) and the slope snow layer
thickness to the exceptionally high avalanche danger occurrence.

The following values are calculated [1, 2]:

pqi =
[︂
2
π
arctg(0.52q)

]︂1−0.17pi

, (8)

dqi =

⎧⎨⎩
0.161q , if q ≤ 46

2.8q − 121.4 , if q > 46 ,
(9)

where pαi accounts for the total precipitation contribution to the exceptionally high avalanche danger occur-
rence; q is the total precipitation for the last day, dqi accounts for the pqi(q) curve shape contribution to the
exceptionally high avalanche danger occurrence.

poi =
[︂
1.97
π

arctg
(︁
o0.63

)︁]︂1−0.15pi

, (10)

where poi accounts for the precipitation rate contribution to the exceptionally high avalanche danger occur-
rence; o is the average precipitation rate for the last 3 hours, mm/h

pvi =
[︂
1.6
π

arctg(0.8v)
]︂1−0.2pi

, (11)

where pvi accounts for the wind speed contribution to the exceptionally high avalanche danger occurrence,
v is the wind speed, m/sec

pt10i =

⎧⎪⎨⎪⎩
[︀

2
πarctg(1.5grt10)

]︀1−0.05pi at t10 ≤ − 0.3

2
πarctg[11.7(grt10 + 2.3)] at t10 > − 0.3

, (12)
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dt10i =

⎧⎨⎩
0.12grt10 at t10 ≤ −0.3

2.2(1.8 + grt10)at > −0.3
, (13)

grt10 =
|t10|
h10

, (14)

where pt10i accounts for the 10-day average snow temperature gradient contribution to the exceptionally
high avalanche danger occurrence; grt10 is the 10-day average snow temperature gradient; dt10i accounts for
the pt10i(t10) curve shape contribution to the exceptionally high avalanche danger occurrence.

grt10 =
2|t|

h + h0
, (15)

grt10 is the average show layer temperature gradient for the entire snow-on-slope period, oC/m

pti =

⎧⎨⎩
2
πarctg(grt − 13.2)at t ≤ −0.3

2
πarctg(grt + 11.2)at t > −0,3

, (16)

dti =

⎧⎨⎩
2
πarctg(0.06τ)at t ≤ −0.3

2
πarctgτ at t > −0.3

, (17)

where pti accounts for the temperature gradient contribution to the exceptionally high avalanche danger
occurrence; dti accounts for the pu(t) curve shape contribution to the exceptionally high avalanche danger
occurrence.

The snow condition grade in terms of affecting the exceptionally high avalanche danger occurrence
is [1, 2]:.

qi = p
1− 2

π
arctg(0.4poi+dqipqi+pvi+dtipti+dt10ipt10i)

i . (18)

If qi ≥ 0.9, we assume that an exceptionally high avalanche danger exists [1, 2]. Otherwise, we
check whether we should expect a mass-scale, high-volume avalanching when from 10 to 50% of the
avalanche catchment area is affected by the avalanche.

An “exceptionally high avalanche danger” forecast covers only the next day [1, 2]. Fort the next
second and third days in this case the forecast is “unstable snow cover, large avalanches expected covering
10 to 50% of the avalanche catchment area” [1, 2].

A multi-step process is used to identify possible mass-scale, high-volume avalanching event.
First, the values [1, 2] are calculated:

pα d = pα i, (19)

pl d = pl i, (20)

phd =
[︂
1.71
π

arctg(2.7h1,3)
]︂2.6[1+e3.2(38−100h)]

, (21)

where pαd accounts for the slope angle contribution to the mass-scale, high-volume avalanching probability;
pid accounts for the contribution of the avalanche nucleation zone length (hypotenuse) to the mass-scale,
high-volume avalanching probability; phd accounts for the contribution of the slope snow layer thickness to
the mass-scale, high-volume avalanching probability.

Then we estimate the comprehensive contribution of the slope angle, the avalanche nucleation
area length (hypotenuse) and the slope snow layer thickness to the mass-scale, high-volume avalanching
probability. For this purpose we estimated the parameters [1, 2]:

pαd1 = p1−0.43pd−0.47pd
αd , (22)

phd1 = p1−0.49pαd−0.49pld
hd , (23)
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pli1 = p1−0.13pα i−0.08ph d
li , (24)

pd = pαd1pld1phd1, (25)

where pαd1 accounts for the slope angle contribution to the mass-scale, high-volume avalanching probability
accounting for phd and pldvalues; phd1 accounts for the contribution of the slope snow layer thickness to
the mass-scale, high-volume avalanching probability accounting for pαd and pldvalues; pld1accounts for
the avalanche nucleation zone length (hypotenuse) to the mass-scale, high-volume avalanching probability
accounting for pαd and phd; pdaccounts for the comprehensive contribution of the slope angle, the avalanche
nucleation area length (hypotenuse) and the slope snow layer thickness to the mass-scale, high-volume
avalanching probability.

The following values are calculated [1, 2]:

pqd =
[︂
2
π
arctg(0.8q)

]︂1.0−0.9pd

, (26)

dqd =

⎧⎨⎩
0.71q, if q ≤ 10

1.65q − 15.79, if q > 10,
(27)

where pqd accounts for the total precipitation contribution to the mass-scale, high-volume avalanching
probability; dqdaccounts for the pqd(q) curve shape contribution to the mass-scale, high-volume avalanching
probability.

pod =
[︁
(1,97/π)arctg

(︁
o1.3

)︁]︁ 1−0.05pd
, (28)

where pod accounts for the last 3 h precipitation rate contribution to the mass-scale, high-volume avalanching
probability

pvd = [(1.4/π)arctgv] 1−0.17pd , (29)

where pvd accounts for the wind speed contribution to the mass-scale, high-volume avalanching probability

dt10d =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0,62gr t10 at t10 ≤ −0,3 8gr t10 ≤ 13

1,26gr t10 at t10 ≤ −0,3 8gr t10 > 13

2,2(gr t10 + 1,8)at t10 > −0,3

, (30)

pt10d =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
[(2.0/π)arctg(2.2grt10)]

1−0.17pd at t10 ≤ −0.3and gr t10 ≤ 13

[(2.0/π)arctg(2.9gr t10)]
1−0.22pd at t10 ≤ −0.3and gr t10 > 13

(2.0/π)arctg[11.7(gr t10 + 2,3)]at t10 > −0.3

, (31)

where dt10d accounts for the pt10d(grt10) curve shape contribution to the mass-scale, high-volume avalanch-
ing probability; pt10d accounts for the 10-day average snow temperature gradient contribution to the mass-
scale, high-volume avalanching probability

pt d =

⎧⎨⎩
(2.0/π)arctg(gr t − 9.2)at t ≤ −0.3

(2.0/π)arctg(gr t + 13.8)at t > −0.3
, (32)

where ptd accounts for the contribution of the snow temperature gradient over the entire snow-on-slope
period to the mass-scale, high-volume avalanching probability

ph0d =
[︁
(1.95/π)arctg

(︁
h3,4

0

)︁]︁ 1−0.07pd
, (33)

where ph0d accounts for the contribution of the initial show layer thickness to the mass-scale, high-volume
avalanching probability
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dtd =

⎧⎨⎩
(2,0/π)arctg(0,17τ)at t ≤ −0,3

(2,0/π)arctg(2,44τ)at t > −0,3
, (34)

where dtd accounts for the contribution of the snow-on-slope period to the mass-scale, high-volume avalanch-
ing probability; τ is the snow-on-slope period.

The snow condition grade in terms of affecting the mass-scale, the high-volume avalanching proba-
bility is [1, 2]:

qd = p[
1− 1.99

π
arctg(0,4pod+dqdpqd+pvd+dtdptd+0,7ph0d+dt10dpt10d)]

d , (35)

where qd is the snow condition grade in terms of affecting the mass-scale, high-volume avalanching proba-
bility.

If qd ≥ 0.9, then the forecast is “mass-scale, high-volume avalanching is expected covering 10 to
50% of the avalanche catchment area” [1, 2]. For the second day, the forecast is “unstable snow cover,
large-scale avalanches expected covering 10 to 50% of the avalanche catchment area” [1, 2]. For the third
day, the forecast is “unstable snow cover, small avalanching is expected covering up to 10% of the avalanche
catchment area” [1, 2].

If qd < 0.9, we should check if the snow layer is unstable (avalanches are not guaranteed in this
case.)

Possible snow cover instability is estimated as follows.
First, the values [1, 2] are calculated:

pα = pα i, (36)

pl = pl i, (37)

ph =
[︁
(2/π)arctg(4.8h1.8)

]︁ 2.3 [1+3.2(22.0−100h)]
, (38)

where pα accounts for the slope angle contribution to the snow cover instability; pi accounts for the
contribution of the avalanche nucleation zone length (hypotenuse) to the snow cover instability; ph accounts
for the contribution of the slope length (hypotenuse) to the probability of snow cover instability.

Then we estimate the comprehensive contribution of the slope angle, the avalanche nucleation area
length (hypotenuse) and the slope snow layer thickness to the probability of snow cover instability. For this
purpose the values are calculated [1, 2]:

pα1 = p1−0.43pl−0.47ph
α , (39)

ph1 = p1−0.49pα−0.49pl
h , (40)

pl1 = p1−0.13pα−0.08ph
l , (41)

p = pα1pl1ph1, (42)

where pα1accounts for the slope angle contribution to the probability of snow cover instability also taking
into account the values of h and pl ; ph1 accounts for the slope snow thickness contribution to the probability
of snow cover instability also taking into account the values of pα and pl; pl1accounts for the contribution
of the avalanche nucleation area length (hypotenuse) to the probability of snow cover instability taking into
account the values of pα and ph; p accounts for the comprehensive contribution of the slope angle, the
avalanche nucleation area length (hypotenuse) and the slope snow layer thickness to the probability of snow
cover instability.

The following parameters are then determined:

pq =

⎧⎨⎩
(2.0/π)arctg(0.12q)at q ≤ 11

[(2.0/π)arctg(q − 10.968)] 1−0.08p at q > 11
, (43)
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dq =

⎧⎨⎩
(2,0/π)actg(q/14,0)at q ≤ 11

14.6at q > 11
, (44)

where pq accounts for the total precipitation contribution to the probability of snow cover instability; dq
accounts for the pq(q) curve shape contribution to the probability of snow cover instability.

po =
[︁
(1.97/π)arctg

(︁
o1.3

)︁]︁ 1−0.05p
, (45)

where po accounts for the last 3 h precipitation rate contribution to the probability of snow cover instability

pvv = [0.96 + 18.36(2.0/π) arctg (1100dh)] arctg [(v/3.2)1.7], (46)

pv = 0.951+e12(5.6−v)
pvv, (47)

where pv accounts for the contribution of the last day wind speed and snow layer thickness variation to the
probability of snow cover instability; dh is the snow layer thickness variation for the last day, m.

ph0 =
[︁
(1.95/π)arctg

(︁
h3.4

0

)︁]︁ 1−0.07p
, (48)

where ph0 accounts for the contribution of the initial show layer thickness to the probability of snow cover
instability

pt10 =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
{(1.98/π)arctg[4.2(grt10 − 16.3)]}1−0.11p at t10 < −0.3and grt10 > 16.3

0.074(1.98/π)arctg[1.4(grt10 − 16.3)] at t10 < −0.3and grt10 ≤ 16.3

{(2.0/π)arctg[4.8(grt10 + 13)]}1−0.08p at t10 ≥ −0.3

, (49)

where pt10 accounts for the last 10 day-average temperature gradient contribution to the probability of snow
cover instability

dt =

⎧⎨⎩
16.0 2

πarctg(0.0017τ)at t < −0.3and grt > 9.6
0.9 2

πarctg(0.0006τ)at t < −0.3and grt ≤ 9.6
9.0 2

πarctg(τ)at t ≥ −0.3
, (50)

where dt accounts for the contribution of the initial snow-on-slope period to the probability of snow cover
instability

pt =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

2
π{arctg[4.6(grt − 8.6)]}1.0−0.05p, if grt > 9.6and t < −0.3

0.17
π arctg[1.1(grt − 9.6)], if grt ≤ 9.6and t < −0.3

2
πarctg[3.8(grt + 6.0)], if t ≥ −0.3

, (51)

where pt accounts for the contribution of the snow temperature gradient to the probability of snow cover
instability [1, 2].

The snow condition grade in terms of affecting the probability of snow cover instability is

qp = p1− 2
π
arctg(0,4po+dqpq+pv+dtpt+0.7pho+12.3pt10). (52)

where qd is the snow condition grade in terms of affecting the probability of snow cover instability.
Then the avalanche danger is evaluated based on the experimental data. Pattern recognition methods

are used. The basic training sample is:
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6 49
1 1 26.0 0.9 16.3 0.5 120.0 11.0
2 0 11.0 0.3 2.9 0.5 70.0 0.0
3 1 15.0 0.4 0.3 0.0 32.0 1.0
4 1 16.0 0.5 1.0 0.2 96.0 2.0
5 0 10.0 0.2 2.3 0.4 40.0 0.0
6 0 38.0 2.0 14.1 0.1 90.0 10.0
7 1 42.0 2.2 1.8 1.1 101.0 7.0
8 0 9.0 0.3 2.0 0.4 54.0 1.0
9 0 13.0 0.2 0.0 0.0 120.0 0.0
10 1 42.0 1.8 7.9 0.6 37.0 12.0
11 1 35.0 1.8 7.3 0.8 54.0 3.0
12 0 13.0 0.2 0.9 0.1 80.0 1.0
13 1 14.0 0.3 1.1 0.0 25.0 2.0
14 0 14.0 0.4 2.9 0.6 160.0 1.0
15 1 38.0 0.2 1.3 0.2 80.0 5.0
16 1 14.0 0.3 0.7 0.0 50.0 0.0
17 0 10.0 0.2 0.8 0.0 130.0 0.0
18 1 25.0 1.5 9.3 1.9 80.0 8.0
19 1 17.0 0.3 0.6 0.0 85.0 1.0
20 0 11.0 0.1 0.7 0.0 120.0 1.0
21 1 32.0 1.4 24.1 0.2 70.0 4.0
22 0 11.0 0.3 2.9 0.5 40.0 0.0
23 1 14.0 0.3 2.1 0.3 70.0 0.0
24 0 19.0 0.3 2.3 0.5 65.0 1.0
25 1 42.0 1.7 14.3 1.5 115.0 9.0
26 1 15.0 0.4 0.8 0.0 50.0 0.0
27 0 11.0 0.1 2.8 0.0 57.0 1.0
28 1 38.0 2.1 16.5 1.6 76.0 5.0
29 0 10.0 0.2 1.4 0.0 25.0 2.0
30 0 17.0 0.2 1.1 0.3 130.0 0.0
31 0 19.0 0.1 0.0 0.0 133.0 3.0
32 1 40.0 2.1 8.1 0.2 70.0 11.0
33 0 11.0 0.1 1.0 0.0 130.0 0.0
34 1 14.0 0.3 1.0 0.0 90.0 1.0
35 0 17.0 0.3 0.2 0.0 150.0 1.0
36 1 53.0 1.3 7.4 0.6 137.0 1.0
37 1 15.0 0.2 2.8 0.2 23.0 2.0
38 0 12.0 0.3 0.4 0.0 60.0 12.0
39 0 9.0 0.3 2.6 0.6 30.0 1.0
40 0 15.0 0.2 2.9 0.0 60.0 0.0
41 1 31.0 2.2 19.5 0.0 87.0 14.0
42 0 9.0 0.2 2.0 0.5 29.0 0.0
43 0 42.0 2.1 6.4 0.6 115.0 13.0
44 1 26.0 2.0 4.4 0.4 86.0 4.0
45 1 14.0 0.3 2.9 0.6 58.0 1.0
46 0 11.0 0.1 0.0 0.0 95.0 2.0
47 0 40.0 2.0 13.4 0.1 98.0 9.0
48 0 11.0 0.3 0.4 0.0 63.0 0.0
49 1 36.0 2.2 10.2 1.2 49.0 6.0

The first line contains the number of points and the number of variables. Each subsequent line
contains point number, the situation code (0: no avalanche, 1: avalanche), slope angle (degrees), slope snow
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thickness (m), total precipitation over the last 24 h (mm), precipitation rate over the last 3 h (mm/h), slope
length (hypotenuse), (m), wind speed (m/s.)

The sample can be supplemented with experimental data for a specific area.
Two pattern recognition algorithms were used [3]. In the first one, the separating surface passes

through the midpoint of the line connecting the centers of scattering perpendicular to it. The second select
selects the closest point.

pa values are estimated to reduce the fuzziness:

pa = q
1+1.05u1+1.05u2
1+1.05w1+1.05w2
p , (53)

and

p*a = p(1−pa)/1.1
a . (54)

When the first algorithm identifies avalanche danger, then u1 = 0 and w1 = 0.5. When the first
algorithm identifies no avalanche danger, then u1 = 0.5 and w1 = 0; when the second algorithm identifies
avalanche danger, then u2 = 0 and w2 = 0.5, when the second algorithm identifies no avalanche danger, then
u2 = 0.5 and w2 = 0.

If pa ≥ 0.32, then the snow is unstable. Otherwise, there is no avalanche danger.
If pa ≥ 0.32 and p*

a < 0.9, the next day forecast is “unstable snow cover, small avalanching is
expected covering up to 10% of the avalanche catchment area”. If pa ≥ 0.32 and p*

a ≥ 0.9, the next
day forecast should be “unstable snow cover, large-scale avalanching is expected covering 10to 50% of
the avalanche catchment area”, and for the second day the forecast should be “unstable snow cover, small
avalanching is expected covering up to 10% of the avalanche catchment area”.

If the day-average temperature exceeds 0.4 oC, and the snow thickness exceeds 0.52 m, i.e. 65o

≥ α >15o and l > 60 m, the next day forecast is “unstable snow cover, large-scale avalanches expected
covering 10 to 50% of the avalanche catchment area”. For the second day, the forecast is “unstable snow
cover, small avalanching is expected covering up to 10% of the avalanche catchment area”.

If the day-average temperature exceeds -0.2 oC, 0.52 m ≥ h >0.22 m, 65o≥ α > 15o and l > 6
m, the next day forecast is “unstable snow cover, small avalanches expected covering up to 10% of the
avalanche catchment area”.

The snow layer thickness used shall be reduced by the thickness of the top layer with its snow
density exceeding 430 kg/m3.

The seismic load is accounted as follows [2]. As the simulation shows, the avalanche danger during
an earthquake does not change, if we use the following values instead of h and q:

hs = ks
[︀
h − (1 − peIkρke)h430

]︀
, (55)

qs = q + peIqe, (56)

where h430 is the snow layer thickness starting at the Earth surface with its density exceeding 430 kg/m3,
peI is the probability of I points (MSK-81 scale) earthquake

kρ =
2
π
arctg

{︃
0.0000149 ·

[︂
I ·

(︂
910
ρ430

)︂]︂6.906
}︃

, (57)

ke =
2
π
arctg(3.972 · 10−9 · I 9.438), (58)

ks =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 at I < 5

1 + 0.2peI (I − 5) at 5 ≤ I < 8

1 + 0,32peI (I − 5) at I ≥ 8

, (59)
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qe =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0at I < 5

4.4(I − 5)at 5 ≤ I < 8

16.2(I − 5)at I ≥ 8

, (60)

where I is the earthquake intensity at the Earth surface (MSK-81 scale), ρ430 is the average density of the
snow layer starting at the Earth surface with its density > 430 kg/m3.

To further refine the avalanche forecasting, historical data are also used. Snow thickness, total
precipitation, precipitation intensity, wind speed (max gust) and air temperature for the last 24 hours are
considered. Since the presence of slope snow is required for an avalanche, similar to the almost significant
confidence probability [4], the current value is matched against the past value of 0.95. For the other
parameters, a value of 0.9 is used. It corresponds to a confidence level value of 0.9, which is feasible in
real life [5].

A decision whether a particular situation is similar to one of the avalanche dangers that occurred in
the past is based on the balance of probabilities standard [6]. It means that the fact is proved if, with the
evidence presented, it can be concluded that the fact rather occurred than not. Therefore, to identify the
slope snow condition as similar to one of the past avalanche dangers, the snow thickness and any other two
parameters are required to match it.

Table 1
Avalanche Danger in the Trans-Kam Area in November 1998

Date τ,h q,mm o,mm/h v,m/s qfmm h[m] t24[oC] Avalanching
10.111998 24 3 0 1 0 0.03 -6.0 -
11.111998 48 0.4 0 4 0 0.07 -6.0 -
12.111998 72 0 0 2 0 0.05 -3.1 -
13.111998 0 0 0 2 0 0.03 0.4 -
14.111998 0 0 3.6 -
15.111998 0 0 3.2 -
16.111998 0 0 2.4 -
17.111998 0 0 2.1 -
18.111998 24 21.8 1 1 0 0.01 2.1 -
19.111998 48 14.2 2 2 0 0.02 1.1 -
20.111998 0 0 -0.3 -
21.111998 0 0 -0.1 -
22.111998 0 0 0.3 -
23.111998 0 0 -0.5 -
24.111998 0 0 -1.1 -
25.111998 0 0 -0.2 -
26.111998 0 0 3.3 -
27.111998 0 0 1.4 -
28.111998 24 12.1 0 2 0 0.02 0.1 -
29.111998 48 0 0 3 0 0.02 -0.3 -
30.111998 72 25.5 0 1 20.0 0.26 -0.5 -

An individual database shall be compiled for each avalanche catchment area. Excel was used for
this purpose. The software can connect to code written, for example, in C++. In this way, the computation
routine and the data storage system are combined, to take full advantage of both C++ Builder and Excel.
Moreover, Excel is quite effective for creating simple databases and has a range of data visualization tools.
Finally, it is easy to use. The general avalanche danger forecasting method can be further adapted to specific
conditions. In some cases, the forecasting can be significantly refined, because it considers various local
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features not taken into account in the generic algorithm. Some abnormal cases which sometimes occur in
highly unusual circumstances are also considered.

Avalanche Danger Trend Forecasting Algorithm
The snow instability grade, mass-scale, large-volume avalanching, or exceptionally high avalanche

danger situations may change in time. As the equations show, any of these functions can asymptotically tend
to one, asymptotically tend to zero, be constant, or oscillate. Accordingly, special functions are required to
approximate their time dependences.

We should also note that it is possible to obtain only a very limited raw data sample, so the
dependency generation method should match the amount of data and the complexity of the resulting function.

In this case, the most appropriate one is the structural risk minimization method providing such a
capability. Besides, [7] describes the use of complex functions in this method as required for estimating the
avalanche danger trend.

Avalanche danger often remains unchanged for a long time. For example, the “no avalanche danger”
situation persisted in the Trans-Kam region in November 1998 for three weeks, as shown in Table 1. In the
table, qf is the expected total precipitation for the next day.

Another example is an almost constant avalanche risk level ”unstable snow cover, small avalanching
is expected covering up to 10% of the avalanche catchment area” in January 1999. The data are shown in
Table 2.

Table 2
Avalanche Danger in the Trans-Cam Area in January 1999

Date
τ,
h

q,
mm

o,
mm/h

v,
m/s

qf

mm
h
[m]

t24
[oC]

Forecast for this day Avalanching

01.01
1999

840 0.8 0.27 3 0 0.50 -15.3 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 31.12.1998)

-
02.01
1999

864 0 0 1 0 0.45 -9.7 Unstable snow cover. Large avalanching is
expected covering from 10% to 50% of the
avalanche catchment area (as of 01.01.1999)

-
03.01
1999

888 0 0 3 0 0.40 -7.5 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 02.01.1999)

-
04.01
1999

912 0 0 1 0 0.40 -5.6 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 03.01.1999)

05.01
1999

936 0 0 1 0 0.40 -3.4 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 04.01.1999)

Mass avalanch-
ing from the
point.

06.01
1999

960 0 0 1 0 0.39 -5.2 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 05.01.1999)

Mass avalanch-
ing from the
point

07.01
1999

984 0 0 1 0 0.38 -7.1 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 06.01.1999)

50 m3 snow
lenticle
Stopped in
the transit zone
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Date
τ,
h

q,
mm

o,
mm/h

v,
m/s

qf

mm
h
[m]

t24
[oC]

Forecast for this day Avalanching

08.01
1999

1008 0 0 2 0 0.38 -5.4 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 07.01.1999)

100 m3 snow
lenticle, catch-
ment area
No. 91 Mass
avalanching
from the point

09.01
1999

1032 0 0 1 0 0.37 -4.9 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 08.01.1999)

-
10.01
1999

1056 0 0 3 7.0 0.37 -4.6 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 09.01.1999)

11.01
1999

1080 3.2 0.36 2 0 0.42 -2.4 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 10.01.1999)

Mass avalanch-
ing from the
point

12.01
1999

1104 0 0 3 0 0.40 -8.9 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 11.01.1999)

Mass avalanch-
ing from the
point

13.01
1999

1128 0 0 1 0 0.40 -6.6 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 12.01.1999)

14.01
1999

1152 0 0 2 0 0.38 -4.9 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 13.01.1999)

15.01
1999

1176 0 0 1 0 0.38 -3.7 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 14.01.1999)

-

16.01
1999

1200 0 0 2 0 0.38 -5.2 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 15.01.1999)

-
17.01
1999

1224 0 0 1 0 0.37 -4.8 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 16.01.1999)

-
18.01
1999

1248 0 0 2 0 0.35 -4.9 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 17.01.1999)

-
19.01
1999

1272 0 0 3 0 0.35 -5.2 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 18.01.1999)

-
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Date
τ,
h

q,
mm

o,
mm/h

v,
m/s

qf

mm
h
[m]

t24
[oC]

Forecast for this day Avalanching

20.01
1999

1296 0 0 2 1 0.34 -5.9 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 19.01.1999)

21.01
1999

1320 0 0 2 0 0.34 -6.0 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 20.01.1999)

22.01
1999

1344 0 0 3 0 0.34 -6.1 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 21.01.1999)

-

23.01
1999

1368 0 0 3 0 0.34 -6.1 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 22.01.1999)

-
24.01
1999

1392 0 0 2 1 0.33 -8.7 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 23.01.1999)

-
25.01
1999

1416 0 0 2 0 0.33 -8.7 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 24.01.1999)

Two shells
were fired.
One avalanche
was triggered

26.01
1999

1440 0 0 2 0 0.33 -9.4 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 25.01.1999) -

27.01
1999

1464 0 0 4 0 0.33 -4.9 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 26.01.1999)

28.01
1999

1488 0 0 3 0 0.33 -8.4 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 27.01.1999)

29.01
1999

1512 0 0 3 0 0.33 -6.9 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 28.01.1999)

-

The fact that the snow was unstable is confirmed by the avalanches on 5.01-8.01, 11.01-12.01 and
the slope process initiation after the shelling of the avalanche catchment area on 25.01.

The risk of avalanches can increase quickly and then decrease. This is shown in Table 3.

Table 3
Avalanche danger in the Trans-Cam area in February 1999

Date
τ,
h

q,
mm

o,
mm/h

v,
m/s

qf

mm
h
[m]

t24
[oC]

Forecast for
this
day

Avalanching

16.02
1999

1944 2.3 2.3 4 2 0.57 -2.2 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 15.02.1999)

-
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Date
τ,
h

q,
mm

o,
mm/h

v,
m/s

qf

mm
h
[m]

t24
[oC]

Forecast for
this
day

Avalanching

17.02
1999

1968 12.3 0.83 4 15 0.67 -3.6 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 16.02.1999)

-

18.02
1999

1992 29.4 1.0 2 1 0.89 -2.6 Avalanche danger. Large avalanching is
expected covering 10 to 50% of the avalanche
catchment area (as of 17.02.1999). The
forecast is simulated

Catchment ar-
eas (CA)
43, 49, 75a,
83, 87, 91’
generated 100
m3 avalanches;
AA 41, 55, 56,
57, 80, 82, 93,
50, 39, 40, 60,
69, 71, 84, 88:
200 m3; CA
65, 81: 300
m3; CA 28,
46: 500 m3;
CA 37, 72, 73,
74,91: 1,000
m3; CA 102,
103: 2,000 m3;
CA 35, 67,
70: 5,000 m3;
CA74a: 50,000
m3

19.02
1999

2016 5.5 1.4 4 30 0.64 -4.3 Unstable snow cover. Large avalanching
is expected covering 10% to 50% of the
avalanche catchment area (as of 17.02.1999)

CA 205a gener-
ated
15,000 m3

avalanches;
CA No. 3:
5,000 m3, CA
No. 5: 200 m3,
CA No. 4: 100
m3. 8 shells
were fired, 8
avalanches
triggered

20.02
1999

2040 31.7 1.32 8 2 1.27 -5.7 Unstable snow cover. Large avalanching is ex-
pected covering 10% to 50% of the avalanche
catchment area (as of 19.02.1999)

CA No. 91
generated an
avalanche
exceeding
1,000 m3. The
avalanche
blocked the
river and the
road

21.02
1999

2064 0 0 4 2 1.15 -11.2 Avalanche danger. Large avalanching is ex-
pected covering 10 to 50% of the avalanche
catchment area (as of 20.02.1999)

Twelve shells
were fired. Six
avalanches
were triggered

22.02
1999

2088 0 0 2 0 1.05 -7.2 Unstable snow cover. Large avalanching is ex-
pected covering 10% to 50% of the avalanche
catchment area (as of 20.02.1999)

23.02
1999

2112 0 0 1 0 0.92 -4.4 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 20.02.1999)

CA No. 74a

generated a
2,000 m3

avalanche; CA
No. 103: 500
m3; CA No.
102: 200 m3
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Date
τ,
h

q,
mm

o,
mm/h

v,
m/s

qf

mm
h
[m]

t24
[oC]

Forecast for
this
day

Avalanching

24.02
1999

2136 0 0 2 8 0.95 -2.1 Unstable snow cover, small avalanching is
expected covering from 10% to 50% of the
avalanche catchment area (as of 23.02.1999)

25.02
1999

2160 0.13 0.13 2 0 0.94 -3.0 Unstable snow cover, small avalanching is
expected covering from 10% to 50% of the
avalanche catchment area (as of 24.02.1999)

26.02
1999

2184 0.3 0.3 2 3 0.94 -7.6 Unstable snow cover, small avalanching is ex-
pected covering up to 10% of the avalanche
catchment area (as of 25.02.1999)

On 18.02 and 21.02 there was a sharp avalanche danger increase which quickly decreased. The
forecasting is confirmed by both the mass avalanches and a successful avalanche triggering.

In particular, the Chebyshev polynomials can be used to describe a constant, increasing, and first
increasing, then decreasing avalanche danger. This is particularly efficient when we should determine
whether the risk of avalanches remains constant.

The Chebyshev polynomials are as follows [8]:

Q0 = 1, (61)

Q1 = x, (62)

Q2 = 2x2 − 1, (63)

Q3 = 4x3 − 3x. (64)

The application of complex functions to the structural risk minimization method is presented in [9].
First, the values of zi = f(xi) are estimated, and then y(z) relation is fitted. We can reasonably choose a
special function to describe the avalanche danger trend.

The snow condition grade in terms of affecting the avalanche danger occurrence can also increase
or decrease asymptotically. The following functions are suitable for describing the dependencies

y(x) =
2
π
arctg(ax), (65)

where a is an unknown coefficient

y(x) = th(ax). (66)

To describe an oscillatory process we can use a function as follows

y(x) = sin(ax + b), (67)

where a, b are unknown coefficients.
As an example, we can analyze the trend of snow condition grade in terms of affecting the excep-

tionally high avalanche danger occurrence from the initial data listed in Table 4. The plot is shown in Fig.
1.

The estimations showed that it is best approximated by function (66). The fitted relation is q1(t) =
0.309t + 0.299th(t/15). Its limit value is less than 0.9, so reaching the exceptionally high avalanche danger
is not expected.

Avalanche Danger Forecasting Software
The asf-3 software can be used to assess avalanche danger. Its initial window is shown in Fig. 2.
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Table 4
Exceptionally high avalanche danger occurrence vs. time (t: time)

t, hours 0 3 6 9 12 15 18 21 24 27 30 33
qi 0.322 0.356 0.397 0.445 0.501 0.534 0.562 0.573 0.584 0.595 0.602 0.607

Figure 1. Initial dependence for the exceptionally high avalanche danger occurrence

Figure 2. The asf-3 software initial window
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The software can not only assess the current situation, but assess unstable snow grade, avalanche
danger, and exceptionally high avalanche danger occurrence at different points in time.

To estimate the optimal complex function coefficients, it is generally required to solve a system of
transcendental equations. A modified method described in [2] is used for this purpose. Let us define the
function F(x1, x2,. . . , xn). First, random coordinate values are selected: x1 = x11, x2 = x21 ,. . . , xn = xn1.
Then the values x2, x3,. . . , xn are fixed, while x1 is changed randomly. After that, the target function vs.
x1 relation is found in the specified one-dimensional section with the structural risk minimization method
[10, 11] using a class of Chebyshev polynomials [8]. Then its extremum is identified and the variable value
is fixed. After that, in contrast to the algorithm described in [2], near the point of extremum an interval is
defined. Its start and end points are estimated as

x1N = x1 min + 0.62(x1E1 − x1 min), (68)

x2N = x1E1 + 0.38(x1 max − x1E1), (69)

where x1E1 is the x1 coordinate of the found extremum point, x1min is the start point of the x1 range; x1max
is the end point of the x1 range, x1N is the new start point of the x1 range; x2N is the new end point of the
x1 range. It is the golden ratio extensively used in various fields [7]. Then the extremum search is repeated
in a new interval, and the value of x1 at the new point is fixed.

The procedure is then applied to all the variables using the previously found optimal values of the
preceding variables. The more starting points, the less chance of missing the global extremum [4].

The choice of a structural risk minimization method is governed by the following. Solving the
system of transcendental equations is rather time-consuming, so the number of experimental points in one-
dimensional sections is limited. Besides, as the initial data are fuzzy, the solutions contain some interference.
The problems with developing dependencies from small samples are quite different from the classical
problems of reconstructing dependencies from large samples. The difference is that for a limited sample
size it is required to balance the dependence complexity with the amount of available empirical data.

It is advisable to apply the structural risk minimization method [10, 11]. Its essence is as follows.
If we define a structure within an admissible set of solutions, i.e., a system of nested sets, each of them
containing more and more complex solutions, then along with empirical risk minimization for its elements
there is an opportunity to optimize the estimation quality by structure elements. This makes it possible to
find a solution that gives a better guaranteed average risk minimum compared to a solution that produces
an empirical risk minimum across the entire admissible set.

The structural risk minimization method applications for a given amount of information enables us
to find the optimal number of members of the series that approximates the dependence. An arbitrary choice
of this parameter can lead to a paradox. Suppose we need to reconstruct the dependence y=f(x) from ten
experimental points. In this case, the empirical risk is zero when using the 9th-degree polynomial. However,
the optimal degree of polynomial n can be 1.

With the structural risk minimization method, the regression fitting problem is reduced to minimizing
the following value [10]:

J(k) = IE(k)Ω, (70)

where J(k) is the average risk, Ie(k) is the empirical risk, k identifies a particular function of a certain class,
Ω is a variable.

As the sample volume increases, the Ω value always tends to one [10], although it differs in each
specific case, if the sample is small, it may deviate significantly from 1. Then a function that produces a
small empirical risk may not yield a small average risk.

There are different classes of basis functions. Chebyshev polynomials are easy to compute and
enable to solve a wide range of dependence reconstruction problems. Besides, their use minimizes the max
error. It is important when there are large errors in the raw data.

Then y(x) is presented as a series

y(x) =
k∑︁

i=0

αiQi(x), (71)

where αi is the ith expansion factor, Qi (x) is a Chebyshev polynomial of the ith power.
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With such a representation, the empirical risk functional is [10]:

IE = 1
l

l∑︁
j=1

[︃
yj −

k∑︁
i=0

αiQi(xj)

]︃2

, (72)

where ` is the sample volume.
At a fixed maximum polynomial degree, the αi coefficients when the empirical risk is at its minimum

are calculated by solving a system of linear algebraic equations [10]:

ΦTΦ[α] = ΦT [y]T , (73)

where Φ is a matrix of Chebyshev polynomial values at the points of interest, [y] is a row matrix of the y
values at the points of interest, [α] is a column matrix of the αi factors.

The estimated approximation quality valid for any random sample with the probability 1-η is ex-
pressed as [10]:

J(k) =
IM

1 −
√︁

(k+1)[ln( l
k+1)+1]−ln η
l

, (74)

where 1-η is the probability of the estimate (2.2.11) being valid, J(k) is the average risk.
(74) depends on the degree of the polynomial k. The degree at which J(k) is the smallest is the

optimal degree of polynomial approximation. The regression function itself is approximated by a polynomial
of this degree

minimizing the empirical risk functional.
Since Chebyshev polynomials are orthogonal on the interval [-1, 1], if the independent variable

values are not specified within this range, they shall be reduced to it as follows [10]:,

xi =
(xgi − c1)

c2
,

where xi is the independent variable values reduced to [-1, 1], xgi are the initial independent variable values

c1 =
(xg max + xg min)

2
,

c2 =
(xg max − xg min)

2
,

where xgmin is the min independent variable value, xgmax is the max independent variable value.
It is possible to implement the algorithm with Excel. In the same system, one can create databases

and plot graphs. It should be noted C++ programs can connect to Excel files.

Conclusion
The mathematical model and software for avalanche forecasting based on RD 52.37.612-2000 Guide-

lines, historical avalanche databases, and avalanche danger trend evaluation ensure acceptable safety in
avalanche-affected areas. They can be used for the planning and implementation of various preventive
measures.
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